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ABSTRACT

In the DCASE 2025 Task 3 Track A challenge, we propose a Res-
Net-Conformer architecture for stereo sound event localization
and detection (SELD) with integrated sound distance estimation
(SDE). We develop two complementary systems. The first system
follows a two-stage training strategy, where the model is initially
trained to perform sound event detection (SED) and direction-of-
arrival (DOA) estimation, and then fine-tuned to also predict
source distance. The second system is based on a dual-branch en-
semble that combines a model trained for SED and DOA with an-
other model trained for SED and SDE. Both systems share a com-
mon backbone consisting of a ResNet-based convolutional en-
coder followed by an 8-layer Conformer stack, with separate out-
put branches for SED (sigmoid), DOA (tanh), and SDE (ReLU).
To enhance robustness, we apply audio channel swapping (ACS)
and FilterAugment as data augmentation techniques. Evaluation
on the DCASE 2025 Task 3 development set demonstrates that the
proposed ensemble system improves overall SELD performance.

Index Terms— sound event localization and detection
(SELD) , conformer, ensemble, audio channel swapping(ACS)

1. INTRODUCTION

Sound Event Localization and Detection (SELD) is the task of de-
tecting sound events and simultaneously estimating their spatial
positions. It has gained significant attention in recent years for ap-
plications such as surveillance, autonomous vehicles, and human-
computer interaction. The DCASE 2025 Task 3 [1] extends this
task by requiring systems not only to identify sound events and
estimate their direction-of-arrival (DOA) but also to predict the
distance of each sound source using stereo recordings [2]. This
makes the task inherently more complex, as models must infer 3D
spatial information from only two audio channels.

To address these challenges, we propose a ResNet-Conformer-
based SELD system designed specifically for the audio-only Track
A of DCASE 2025 Task 3. Our system is composed of a ResNet-
based convolutional encoder for extracting robust local time-fre-
quency features, followed by an 8-layer Conformer block that cap-
tures both global and local temporal dependencies. In this study,

instead of using the widely adopted multi-accdoa or accdoa [3,4]
approaches, we design the network with three separate output
branches dedicated to sound event detection (SED), direction-of-
arrival (DOA) estimation, and source distance estimation (SDE).
Each branch uses a task-specific activation function sigmoid for
SED, tanh for DOA, and ReLU for SDE allowing the model to
optimize each objective independently and more effectively.

To improve performance and robustness, we design two com-
plementary systems. The first system adopts a two-stage training
strategy: the model is first pretrained on the SED and DOA tasks,
and then fine-tuned with the additional SDE objective. This grad-
ual approach facilitates stable convergence and prevents negative
transfer between tasks. The second system is an ensemble model
that combines the outputs of two independently trained networks:
one focused on SED and DOA, and the other focused on SED and
SDE. This ensemble strategy allows the model to leverage special-
ized learning for localization and distance tasks while sharing de-
tection knowledge.

In addition, we apply two data augmentation techniques to en-
hance generalization: Audio Channel Swapping (ACS), which in-
creases spatial variation by mirroring stereo channels, and Fil-
terAugment which simulates frequency domain distortion by ran-
domly masking or modifying frequency bands. Together with the
architectural design and training strategies, our proposed system
demonstrates strong performance on the development set of the
DCASE 2025 Task 3 challenge.

2. PROPOSED METHOD

2.1. Features

Our SELD system uses stereo log-mel spectrograms as the input
representation. Each audio segment is converted into a 2-channel
time—frequency map with the shape (2,251, 64), corresponding to
approximately a few seconds of audio divided into 251 frames and
64 mel frequency bands. This configuration provides a good bal-
ance between spectral resolution and computational efficiency
and is commonly adopted in DCASE SELD baselines. Stereo
(two-channel) features preserve important spatial information.
Differences in intensity and timing between the left and right
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channels—such as interaural time and level differences—serve as
useful cues for the model to estimate the direction of sound
sources.

2.2. Data Augmentation

In this study, we train a stereo-based sound event localization and
detection (SELD) model with integrated source distance estima-
tion (SDE) using the DCASE2025 Task 3 Stereo SELD Dataset,
which is derived from the STARSS23 dataset [5,6]. STARSS23
consists of multichannel audio in FOA (First-Order Ambisonics)
format and 360-degree video recordings, capturing diverse acous-
tic scenes in various indoor environments. It provides detailed
temporal and spatial annotations for prominent sound events. For
this challenge, the original STARSS23 data were converted into
stereo audio and perspective-view video to simulate typical con-
sumer recording conditions, while preserving the original direc-
tion-of-arrival (DOA) and distance (SDE) annotations. With its
realistic and varied acoustic scenes, this dataset is well-suited for
training and evaluating spatial audio models.

To enhance data diversity and improve the generalization capa-
bility of our model, we employ two complementary on-the-fly
data augmentation strategies during training: Audio Channel
Swapping (ACS) [7] and FilterAugment [8]. These augmenta-
tions are designed to introduce additional spatial and spectral var-
iability into the training set, helping the model become more ro-
bust in both localization and distance estimation tasks.

the combination of these two augmentation methods—ACS for
spatial variability and spectral masking for frequency robust-
ness—significantly improves the model’s ability to generalize
across environments. It reduces overfitting and enhances perfor-
mance on SELD task.

2.3. Network Architecture

The core of our model is a ResNet-Conformer-based neural net-
work that maps input spectrograms to multiple task-specific out-
puts [9]. First, a ResNet-based convolutional encoder processes
the 2-channel spectrogram to extract low-level time—frequency
features. These features are then passed through a linear projec-
tion layer (either a fully connected layer or a 1x1 convolution) to
unify the feature dimensions and project them into an embedding
space suitable for sequence modeling. Next, we employ an 8-layer
Conformer block as the sequence modeling backbone, which ef-
fectively captures both global context and local patterns.

At the output stage, the network branches into three task-spe-
cific heads corresponding to SED, DOA, and SDE. Each head is
trained with a loss function appropriate to its task. This modular
output architecture enables independent optimization of each ob-
jective and provides the flexibility to adjust or tune the loss
weights for each task as needed.

2.4. Network Training

Training a model to simultaneously perform SELD, DOA, and
SDE is a challenging task due to the differing nature of each sub-
task, and the added complexity introduced by the distance estima-
tion (SDE) component.

Challenge

Table 1: Performance on the official test set of the DCASE2025
Task 3 stereo SELD dataset.

Model F20°/1 DOAE (°) | RDE
(%)

Baseline 22.8% 24 .5° 0.41

Pretrained 35.3% 15.5° 0.30

Model

Ensemble 36.3% 14.5° 0.28

Model

To maximize performance across all subtasks, we adopt two com-
plementary training strategies: a two-stage multi-task training ap-
proach and an ensemble of task-specialized models. These strate-
gies are designed to leverage the benefits of multi-task learning
while mitigating the optimization difficulties that arise when
learning all three objectives jointly.

The first training strategy adopts a two-stage learning approach
to gradually introduce the SDE task. In the initial stage, the model
is trained only on the core SELD tasks: sound event detection
(SED) and direction-of-arrival estimation (DOA). By excluding
distance estimation at this stage, the model can focus on learning
robust features for detecting events and estimating their directions
without the added complexity of distance prediction. Once the
training converges, the second stage begins by attaching an addi-
tional output head for SDE to the pretrained model. The model is
then fine-tuned jointly on all three tasks—SED, DOA, and SDE—
using a lower learning rate to preserve the representations learned
in the first stage. This progressive training strategy enables the
model to first master relatively simpler tasks before moving on to
the more complex task of distance estimation, leading to im-
proved training stability and better SDE performance without de-
grading the accuracy of the other tasks.

The second strategy enhances performance by ensembling two
models [9], each specialized for a different task combination. One
model is trained specifically for SED and DOA, while the other
focuses on SED and SDE. Both models share the same ResNet-
Conformer architecture but are optimized independently accord-
ing to their task objectives. During inference, the outputs of the
two models are combined: SED predictions are merged, DOA es-
timates are taken from the SED+DOA model, and SDE values are
taken from the SED+SDE model. This ensemble setup allows
each model to concentrate on the subtasks it handles best, improv-
ing overall prediction accuracy. While the use of two models
slightly increases inference cost, evaluation on the development
set showed clear performance gains, including fewer detection er-
rors, more accurate localization, and more reliable distance esti-
mation. Therefore, the ensemble of task-specialized models pro-
vides a practical and effective solution for improving performance.

3. EXPERIMENTAL RESULTS

Table 1 summarizes the evaluation set performance of three mod-
els on the DCASE2025 Task 3 stereo SELD test dataset. We com-
pare the official baseline model [10], a two-stage trained model,
and an ensemble model that combines the outputs of separate
SED+DOA and SED+SDE models. The reported metrics include
the location-dependent F1 score with a 20° angular tolerance
(F20°/1), Direction of Arrival Error (DOAE) in degrees, and Rel-
ative Distance Error (RDE). Higher F20°/1 and lower DOAE and
RDE indicate better overall performance.
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The ensemble model achieved the best overall performance on
the evaluation set. It recorded an F20°/1 score of 36.3%, showing
a slight improvement over the single pre-trained model. With a
DOA error of 14.5° and an RDE of 0.28, it achieved the lowest
values among the three systems, demonstrating the highest locali-
zation accuracy and distance estimation precision. Compared to
the pre-trained model, the ensemble showed a gain of approxi-
mately +1.0 percentage point in F20°/1, a 1° reduction in DOA
error, and a slight decrease in RDE. This suggests that combining
the SED+DOA and SED+SDE models provides complementary
benefits, ultimately resulting in the most accurate SELD system.

In summary, both advanced approaches significantly outper-
form the baseline in terms of F20°/1 score and DOA/distance er-
rors, demonstrating the effectiveness of pretraining and ensem-
bling strategies for improving spatial sound event detection.

4. CONCLUSION

In this paper, we proposed a ResNet-Conformer-based SELD sys-
tem designed for the DCASE2025 Task 3 stereo audio track with
integrated sound distance estimation (SDE). To address the chal-
lenges of simultaneous sound event detection, localization, and
distance estimation from stereo input, we explored two comple-
mentary approaches: a two-stage training strategy that gradually
introduces the SDE task after SED and DOA pretraining, and an
ensemble model that combines SED+DOA and SED+SDE outputs.
We also employed data augmentation techniques, including audio
channel swapping and FilterAugment, to enhance model robust-
ness.

Experimental results on the test set demonstrate that both pro-
posed methods significantly outperform the baseline across all
metrics. In particular, the ensemble model achieved the best over-
all performance, indicating the effectiveness of task specialization
and model combination. These findings highlight the benefit of
structured training and ensembling in complex SELD tasks involv-
ing 3D spatial reasoning from stereo input.
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