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ABSTRACT

Recent advances in large-scale pre-trained audio models have
shown that frozen embeddings can provide robust and transferable
representations for general audio tasks. Building on GenRep, which
uses frozen embeddings with k-nearest neighbors and domain-wise
Z-score normalization for anomaly detection under domain shift,
we extend this approach by exploring several directions, includ-
ing normalization strategies, model scaling, and feature ensembling.
First, we study alternative normalization methods such as global Z-
score normalization, local density normalization, and domain-wise
local density normalization. Second, we evaluate pre-trained audio
encoders ranging from 5M to 300M parameters on the DCASE2025
Task 2 dataset to examine the impact of model scale. Third, we
study the effect of ensemble fusion using features from multiple
frozen encoders. Our results indicate that even the smallest pre-
trained encoder (5.49M) can outperform a baseline autoencoder,
and that larger models and ensembling contribute to further im-
provements without updating model parameters. The code is avail-
able open-source 1.

Index Terms— anomaly detection, acoustic condition monitor-
ing, domain shift, first-shot problem, DCASE challenge

1. INTRODUCTION

DCASE2025 Task 2 challenge continues to focus on the first-shot
problem under a domain generalization setting for anomalous sound
detection (ASD), where participants must develop systems that gen-
eralize to entirely unseen machine types without tuning on target-
domain data. To reflect this practical constraint, the evaluation
dataset features machine types not included in the development
set. Additionally, two optional resources are introduced to support
performance improvement: (1) supplementary data such as clean
machine sounds or noise-only recordings, and (2) external datasets
from previous DCASE Task 2 challenges, to simulate the use of his-
torical data for model pretraining in real-world scenarios [1, 2, 3, 4].

In a typical anomaly detection setting, a model is trained on nor-
mal data from an existing domain where the definition of normality
is well-established. However, during deployment, the environment
may change. For example, variations in background noise, operat-
ing conditions, or sensor configurations can cause a domain shift. A
model trained solely on the original domain may fail to generalize
under such shifts, leading to false alarms or missed anomalies. To
handle domain shift, it is also necessary to define a target domain
dataset that represents the new conditions [1, 5].

1https://github.com/Phuriches/GenRepASD

Recent state-of-the-art approaches for domain-generalized
ASD tasks address this issue by fine-tuning or updating model pa-
rameters using the Outlier Exposure framework [6]. This typically
involves training an audio encoder from scratch or fine-tuning a
large-scale pre-trained audio encoder [7, 8, 9, 10, 11, 12], as illus-
trated in Figure 1a).

A key factor in the success of an anomaly detection system is
the quality of the audio embeddings it relies on. Embeddings that
robustly represent normal sound characteristics across domains are
essential for distinguishing anomalies under varying conditions. It
would therefore be highly beneficial to use a generic audio encoder
that can extract meaningful embeddings without the need for fine-
tuning, while also allowing a clear definition of the target domain.
This would eliminate the need for retraining or updating the encoder
during deployment, which can introduce downtime and operational
complexity.

As illustrated in Figure 1b), such a system can be realized by
storing training data in domain-specific memory banks that define
normal behavior for both source and target domains. During in-
ference, test data are compared against both memory banks, and
the minimum distance score is selected as the final anomaly score.
GenRep [13] demonstrated that embeddings extracted from large-
scale pre-trained audio encoders can be effectively used for domain-
generalized ASD without the need for fine-tuning. However, Gen-
Rep relies on test-time statistics for standardizing or normalizing
anomaly scores, which may not always be available during infer-
ence. To address this, we explore normalization strategies that do
not depend on test-time statistics, aiming to improve generalization
under domain shift. Specifically, we investigate domain-wise Z-
score normalization, local density normalization [12], and domain-
wise local density normalization, applied to anomaly scores com-
puted via nearest neighbor search using frozen representations from
various large-scale pre-trained audio encoders. Our contributions
include:

• We investigate normalization strategies—domain-wise Z-
score, local density, and domain-wise local density normaliza-
tion—and their effect on domain alignment and anomaly de-
tection performance.

• We evaluate GenRep using a range of pre-trained audio en-
coders (5M–300M parameters) on the DCASE2025 Task 2
dataset, observing consistent gains with larger models.

• All of our systems outperform the baseline, with the best
achieving an official score of 64.53. Using the smallest en-
coder (ced tiny) with domain-wise local density normaliza-
tion, remains competitive with a score of 62.15.

https://github.com/Phuriches/GenRepASD
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Figure 1: Comparison of anomaly detection pipelines. (a) State-of-the-art systems typically employ embeddings from a fine-tuned audio
encoder. (b) A generic audio encoder is used without fine-tuning, enabling easier adaptation to the target domain.

2. APPROACH

GenRep [13] demonstrated that using generic frozen features ex-
tracted from large-scale pre-trained audio encoders can significantly
improve domain-generalized anomalous sound detection (ASD).
Remarkably, this approach outperforms methods that rely on fine-
tuning with target-domain data [14]. A key factor contributing to
this success is the use of normalization techniques. Specifically,
GenRep applies Z-score standardization based on the distribution
of test data.

However, this reliance on the test distribution poses a challenge
in real-world deployments, where access to test data is not feasi-
ble in advance. Moreover, the DCASE2025 Task 2 challenge [1]
explicitly prohibits using test data for any form of training, further
highlighting the limitations of such normalization strategies.

To address this, we build upon GenRep and explore alternative
normalization approaches that do not depend on the test distribu-
tion. Specifically, we focus on normalization methods that operate
purely on the training data, making them better suited for domain-
generalized ASD.

2.1. Domain-generalized kNN using Generic Representation

We apply GenRep [13] without using MemMixup. We store feature
embeddings from the training source and target domains in mem-
ory banks, using a large-scale pre-trained audio encoder. At test
time, the anomaly score of a sample y is computed by comparing
its feature fy to both memory banks.

For each domain, we calculate the average distance to the Kn

nearest neighbors:

d(y) =
1

Kn

∑
f∈NKn (fy)

∥f − fy∥2, (1)

where NKn(fy) denotes the nearest neighbors in the corresponding
memory bank, yielding scores ds(y) and dt(y).

Since the domain of y is unknown at inference time, we assume
it belongs to the domain in which it appears most normal. To com-
pare the scores, we apply Z-score normalization using the test-time
means µtest

s , µtest
t and standard deviations σtest

s , σtest
t computed from

the test anomaly score distributions. The normalized scores are de-
fined as Z-score(ds) =

ds(y)−µtest
s

σtest
s

and Z-score(dt) =
dt(y)−µtest

t
σtest
t

.

The final anomaly score is:

score(y) = min

(
ds(y)− µtest

s

σtest
s

,
dt(y)− µtest

t

σtest
t

)
. (2)

2.2. Domain-wise Z-score normalization

To eliminate the need for test-time distribution introduced in the
previous formulation, we instead estimate normalization statistics
from the training data. For each training sample fi from do-
main d ∈ {s, t}, we compute its intra-domain kNN distance as
d(fi) =

1
Kn

∑
fj∈NKn (fi)

∥fi − fj∥2, where fj are the Kn near-
est neighbors from the same domain. This yields domain-specific
training statistics: µtrain

s , σtrain
s and µtrain

t , σtrain
t .

At test time, we compute ds(y) and dt(y) as before, and nor-
malize them using the training-based means. While we preserve
domain-specific means, we empirically find that using the target
domain’s standard deviation σtrain

t for both normalizations im-
proves performance by aligning scores to a common scale. The
final anomaly score becomes:

score(y) = min

(
ds(y)− µtrain

s

σtrain
t

,
dt(y)− µtrain

t

σtrain
t

)
. (3)
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2.3. Local Density Normalization

We further investigate applying a local density normalization ap-
proach [12] that adjusts the anomaly score based on the density
around each reference sample, applying to the GenRep framework.
For a test sample feature fy and a set of reference features Fref (e.g.,
from a memory bank), the locally normalized anomaly score is de-
fined as:

score(y) = min
f∈Fref

d(fy, f)
K∑

k=1

d(f, fk)

, (4)

where d(fy, f) is the distance between the test sample and a refer-
ence feature, and fk denotes the K nearest neighbors of f in Fref.
This formulation rescales the anomaly score by the local density
around the reference feature.

2.4. Domain-wise Local Density Normalization

We also explore a possible extension of local density normalization
[12] by applying it in a domain-wise manner. Specifically, for each
test sample feature fy , we compute its locally normalized anomaly
scores with respect to both the source memory bank Fs and the tar-
get memory bank Ft. Each score is adjusted based on the local den-
sity around reference features within the corresponding domain. To
accommodate imbalanced reference sizes, such as when the target
domain contains significantly fewer samples, we allow the number
of neighbors K to differ by domain, denoted as Ks for the source
and Kt for the target. The final anomaly score is then obtained by
taking the minimum of the two normalized scores:

score(y) = min

min
f∈Fs

d(fy, f)
Ks∑
k=1

d(f, fk)

, min
f∈Ft

d(fy, f)
Kt∑
k=1

d(f, fk)

 ,

(5)
where fk denotes the Ks or Kt nearest neighbors of f within

its respective domain-specific memory bank.

2.5. Anomaly Detection Details

We investigate five state-of-the-art large-scale pre-trained audio
encoders within the GenRep framework, denoted as follows:
BEATs ft1 2 for BEATs [15], m2d clap 3 for M2D CLAP
[16], EAT large 4 for EAT [17], SSLAM 5 for SSLAM [18], and
ced base and ced tiny 6 for CED [19]. For each encoder, we
extract features from the training data and store them in the corre-
sponding source and target memory banks. No supplemental data
are used in this process.

Table 1 summarizes the configurations of our submitted sys-
tems, including normalization methods, feature layers used, and
model complexity. To submit our evaluation scores to the challenge,
we adopted a standard ensemble strategy by averaging the anomaly
scores produced by GenRep using five frozen audio encoders:
BEATs ft1, m2d clap, SSLAM, EAT large, and ced tiny.

2https://github.com/microsoft/unilm/tree/master/
beats

3https://github.com/nttcslab/m2d
4https://github.com/cwx-worst-one/EAT
5https://github.com/ta012/SSLAM/
6https://github.com/RicherMans/CED

System Normalization Feature Layers MACs / Params

System 1 Domain-wise LD Last two layers 271.71 G / 569.28 M
System 2 LD Last two layers 271.71 G / 569.28 M
System 3 Domain-wise Z-score Layer 7 and 10* 271.71 G / 569.28 M
System 4 Domain-wise LD Layer 7 and 10 1.34 G / 5.49 M

Table 1: System’s GenRep configurations including normalization
method, feature layers used, and model complexity. LD = Local
density. *For EAT large, System 3 uses the last two layers.

We applied three different score normalization methods to form
three ensemble systems: System 1 uses domain-wise local density
normalization, System 2 applies local density normalization with-
out domain separation, and System 3 adopts domain-wise Z-score
normalization. Each ensemble system shares the same model com-
plexity of 271.71 G MACs and 569.28 M parameters. Addition-
ally, we submitted a lightweight variant, System 4, which uses only
ced tiny and domain-wise local density normalization, resulting
in a compact configuration with 1.34 G MACs and 5.49 M parame-
ters.

For normalization parameters, we set K = 1 for domain-wise
Z-score normalization, using K = 1 for both source and target
domains. We set K = 16 for local density normalization, and Ks =
16, Kt = 9 for domain-wise local density normalization.
Dataset summary. The dataset comprises three subsets: devel-
opment, additional training, and evaluation datasets. The devel-
opment dataset includes seven machine types, each with one sec-
tion containing 990 normal clips from a source domain, 10 normal
clips from a target domain, and 200 labeled test clips (100 normal
and 100 anomalous) with domain labels. Some machines also in-
clude attribute annotations. The additional training dataset intro-
duces nine new machine types, each with the same training struc-
ture, though attributes are provided for only some machines. The
evaluation dataset includes test clips corresponding to the additional
training machines, without any labels or domain information. Par-
ticipants are required to train models using only one section per
machine type, without tuning on the test set or relying on attribute
information [1].
Evaluation metrics. Performance under domain shift is evaluated
using AUC, partial AUC (pAUC), and the Official Score, which
is defined as the harmonic mean of source AUC, target AUC, and
mixed pAUC across all machine types [1].

3. EXPERIMENTAL RESULTS

System AUC Source AUC Target pAUC Official Score

Baseline [4] 66.78 51.39 52.94 56.26
System1 76.11 61.66 58.36 64.53
System2 63.42 68.73 59.69 63.74
System3 67.96 61.46 56.23 61.51
System4 72.56 60.01 56.10 62.15

Table 2: Comparison of baseline and submitted systems on devel-
opment data. Best results per column are highlighted in bold.

As shown in Table 2, System1, which applies domain-wise lo-
cal density normalization, achieves the highest overall performance
with an official score of 64.53 and the best AUC Source (76.11).
System2, which uses local density normalization without domain

https://github.com/microsoft/unilm/tree/master/beats
https://github.com/microsoft/unilm/tree/master/beats
https://github.com/nttcslab/m2d
https://github.com/cwx-worst-one/EAT
https://github.com/ta012/SSLAM/
https://github.com/RicherMans/CED
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Figure 2: Comparison of normalization scoring approaches. For
each audio encoder, we report the performance using the layer
that achieves the best overall performance across all machine types
(rather than cherry-picking the best-performing layer for each indi-
vidual machine, which would result in inflated performance).

separation, ranks second with an official score of 63.74, while
also achieving the best results for AUC Target (68.73) and pAUC
(59.69). System4, a lightweight variant using only ced tiny with
domain-wise local density normalization, achieves a strong offi-
cial score of 62.15, slightly outperforming System3, which applies
domain-wise Z-score normalization and scores 61.51. The baseline
system [4] performs the lowest with an official score of 56.26, well
below all proposed systems.

Figure 2 presents the official scores for three normaliza-
tion methods—domain-wise Z-score (blue), domain-wise local
density normalization (orange), and local density normalization
(green)—across seven audio encoders. Domain-wise local density
normalization (orange) generally achieves the highest or compa-
rable scores for most encoders. Domain-wise Z-score normaliza-
tion (blue) maintains relatively consistent performance, while lo-
cal density normalization without domain separation (green) shows
greater variability and lower scores in some cases, such as EAT and
ced tiny. The performance gap between normalization methods
differs by encoder: some encoders, like EAT large, SSLAM, and
ced base, exhibit minor differences, whereas others, such as EAT
and ced tiny, show more pronounced variations.

4. DISCUSSION AND CONCLUSION

We believe our approach provides a practical and effective base-
line for future work in domain-generalized anomalous sound de-
tection. Despite its simplicity, using frozen audio encoders and
lightweight normalization techniques, our system achieves strong
performance across diverse machine types without relying on test-
time adaptation. Notably, even compact models such as CED tiny,
when combined with domain-wise local density normalization, sur-
pass the performance of the conventional autoencoder-based base-
line [4], highlighting the potential of off-the-shelf representations in
challenging domain shift scenarios.

Machine System 1 System 2 System 3 System 4

ToyCar
AUC source 70.90 63.12 64.60 70.54
AUC target 67.72 71.56 71.10 63.44
pAUC 54.37 55.68 52.21 50.53
Official 63.47 62.79 61.60 60.32

ToyTrain
AUC source 88.34 84.34 79.14 87.12
AUC target 68.06 69.88 69.62 67.52
pAUC 60.53 59.79 54.53 55.21
Official 70.53 69.94 66.17 67.57

bearing
AUC source 71.12 70.12 65.12 64.62
AUC target 60.28 61.86 57.94 53.98
pAUC 60.21 60.32 60.84 56.74
Official 63.48 63.82 61.16 58.11

fan
AUC source 72.44 34.26 58.88 67.88
AUC target 47.28 74.72 47.26 48.98
pAUC 51.63 56.95 50.95 49.00
Official 55.23 49.89 51.93 53.00

gearbox
AUC source 70.30 66.92 63.66 67.04
AUC target 59.38 69.70 56.56 58.42
pAUC 56.21 58.74 52.84 57.63
Official 61.41 64.77 57.35 60.75

slider
AUC source 82.00 82.54 77.78 78.78
AUC target 57.60 57.92 57.86 59.30
pAUC 56.58 57.05 55.47 59.89
Official 63.52 63.95 62.28 64.86

valve
AUC source 81.52 82.24 71.50 76.96
AUC target 82.46 80.68 82.72 76.00
pAUC 73.58 72.00 71.47 67.58
Official 78.98 78.04 74.88 73.26

All (Avg)
AUC source 76.11 63.42 67.96 72.56
AUC target 61.66 68.73 61.46 60.01
pAUC 58.36 59.69 56.23 56.10
Official 64.53 63.74 61.51 62.15

Table 3: Anomaly detection performance across systems and ma-
chines on the development set. Official score is the harmonic mean
of AUC source, AUC target, and pAUC.

Table 4: Model complexity comparison.
Model MACs (G) Params (M)
Baseline 0.17 0.27
BEATs ft1 45.01 90.71
m2d clap 26.50 85.25
EAT 43.71 85.25
SSLAM 43.71 85.25
ced tiny 1.33 5.49
ced base 21.13 85.66
EAT large 155.16 302.57
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