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ABSTRACT

Machine anomalous sound detection (MASD) under noisy indus-
trial conditions remains challenging due to limited anomalous sam-
ples, background noise interference, and domain shift. This pa-
per proposes a multi-task learning framework combining a semi-
supervised convolutional auto-encoder (CAE) with self-supervised
classification and contrastive learning to address these issues. The
core architecture uses a CAE backbone and the encoder output is
projected into an audio embedding vector which is later fed into a
linear classifier for self-supervised attribute classification (e.g., do-
main, operational parameters). Crucially, the framework leverages
newly available clean machine data and noise-only data through
a contrastive loss term. This loss pulls embeddings of noisy and
clean machine samples of the same class closer while pushing those
of noisy machine samples away from pure noise samples, enhanc-
ing noise robustness. The model is optimized jointly with a com-
bined loss function integrating reconstruction, classification, and
contrastive objectives. During inference, reconstruction errors and
audio embeddings are concatenated as input features for a domain-
aware anomaly detector. Evaluated on the DCASE2025 Task 2
dataset, the proposed method achieves a harmonic mean score of
63.80%, significantly outperforming the baseline. Ablation stud-
ies confirm each component’s contribution, demonstrating the ef-
fectiveness of the multi-task strategy in learning discriminative and
noise-invariant representations for MASD.

Index Terms— Anomalous sound detection, convolutional
aoto-encoder, contrastive learning, multi-task learning

1. INTRODUCTION

Monitoring machine conditions and detecting possible mechanical
anomalies through acoustic signals is a key technology for smart
factories. The DCASE Challenge Task 2 series [1] addresses several
critical challenges in machine anomalous sound detection (MASD).
These include: (1) scarcity of real-world and diverse anomalous
sound samples, (2) interference from high-level background noise
in the surroundings, and (3) domain shift caused by variable work-
ing conditions of machines. MASD is typically treated as an un-
supervised task, using only normal machine sounds for training.
Accurately identify abnormality across different devices and envi-
ronments in practical factories still remains difficult. To enhance
performance, the newly launched DCASE2025 Challenge Task 2
[2] supplements noisy normal machine sounds with additional clean
machine data or noise-only recordings, captured during factory idle
periods or machine inactivity.

State-of-the-art unsupervised MASD methods fall into two cat-
egories: reconstruction-based and self-supervised classification-
based. Reconstruction-based approaches use auto-encoders to
model the distribution of normal data [1, 3, 4, 5], where test samples
with high reconstruction errors are flagged as anomalies. However,
these methods exhibit noise sensitivity and limited generalizabil-
ity, often misclassifying unseen data. Self-supervised classification-
based approaches leverage the metadata (e.g., machine type, do-
main, operational parameters) as labels and use a proxy classifi-
cation task to learn discriminative audio representations [6, 7, 8].
While these improve separability of normal sounds in the embed-
ding space, they rely on auxiliary classification losses not directly
optimized for anomaly detection.

To synergize these approches, this paper develops a framework
for MASD combining reconstruction and self-supervised classifica-
tion training. The backbone neural network is based on a convo-
lutional auto-encoder (CAE) and the output of its encoder block is
further projected into an audio embedding vector. A simple linear
classifier is attached to this embedding for attribute classification.
The model is jointly optimized using reconstruction and classifica-
tion losses. For anomaly detection, reconstruction errors and audio
embeddings are concatenated for modeling normal data distribu-
tion. Furthermore, the additional clean machine data and noise-only
data are utilized to develop a third contrastive loss. This contrastive
loss [9] enforces proximity between embeddings of noisy and clean
samples of the same class while distancing embeddings of noisy
machine samples from pure noise samples. This promotes noise-
invariant embeddings that preserve essential machine characteris-
tics. Experiments on the DCASE2025 Task 2 dataset demonstrate
superior performance over baselines and validate the effectiveness
of the multi-task learning strategy.

2. PROPOSED METHOD

The proposed framework for MASD integrates CAE reconstruction,
self-supervised classification, and noise-aware contrastive learning,
as depicted in Fig. 1. Note that separate models are trained per
machine type using noisy normal machine samples in addition with
clean machine data or noise-only data.

2.1. Convolutional Auto-encoder

The CAE performs reconstruction-based anomaly detection using
normal training samples. Log-mel magnitude spectrograms are
extracted from raw audio signals. Consecutive frames are com-
bined to form a 2D data matrix as inputs. Denote the ith input by
Xi ∈ RF×T , where F is the number of mel-scale filter banks and
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Figure 1: The proposed framework for machine anomalous sound detection

T is the number of time frames within the analysis window. The
encoder consists of several convolutional blocks with max-pooling
operations and maps Xi into a lower-dimensional latent represen-
tation. The decoder reconstructs the input using deconvolutional
layers with up-sampling operations. The CAE network is trained to
minimize the l2-norm difference between the original input Xi and
the reconstructed output X̂i by

Lrecon =
1

N

N∑
i=1

∥Xi − X̂i∥2 (1)

where N is the batch size.
After training, abnormal samples would produce large recon-

struction errors which suggest high deviation from the training
normal samples. Other than basic reconstruction-based learning,
the encoder output is further projected into a d-dimensional au-
dio embedding vector through global average pooling, denoted by
zi ∈ Rd. This compressed representation is combined with the
reconstruction error for anomaly detection in later sections.

2.2. Self-supervised classification

To get discriminative representations, attribute information associ-
ated with machine sounds is used for self-supervised classification.
For those machine types without attribute information, only domain
labels are distinguished. A linear classifier maps the audio embed-
ding zi into logits output. A cross entropy (CE) loss is calculated
between the groundtruth one-hot attribute label yi and the output
logits oi as

Lclass =
1

N

N∑
i=1

CE(yi,oi) (2)

2.3. Contrastive learning

Contrastive learning pulls similar samples within the same class
closer together while pushing dissimilar samples from different
classes further away [10, 11]. Given a batch of N samples, select
the ith audio embedding zi as the anchor. Among the remaining
N − 1 embeddings, those that has the same attribute class as zi

are considered positive samples and the others are considered neg-
ative samples. The contrastive loss is calculated to maximize the
similarity between zi and its positives:

Lcontr = − 1

N

N∑
i=1

1

|P (i)|
∑

p∈P (i)

log
exp(sim(zi, zp)/τ)∑
j ̸=i exp(sim(zi, zj)/τ)

(3)
where

sim(zi, zj) =
zTi ∗ zj

∥zi∥2∥zj∥2
(4)

represents the cosine similarity function between two vectors, τ is
a temperature scalar to scale the similarity scores, P (i) = {p|1 ≤
p ≤ N,yp = yi} are the set of indexes of those positive samples
of zi, and |P (i)| is the number of indexes in P (i).

Given additional clean normal samples or noise-only samples,
we extend the concept of contrastive loss to acquire noise-robust
representation from noisy training samples, as illustrated in Fig.1.
For machine types with clean normal samples available, noisy and
clean samples of the same attribute class are considered positive
pairs for each other. For those machine types with pure noise sam-
ples available, noise samples are considered negatives for noisy ma-
chine samples. This strategy minimizes distances of embeddings
of noisy and clean machine samples while pushing embeddings of
noisy machine samples and pure noise samples further apart, thus
guiding the model towards noise-robust representations.

Note that the classification task and contrastive learning task
converge much faster than the reconstruction task. A two-stage
training procedure is adapted:

Stage 1: Train the CAE model only with Lrecon;
Stage 2: Train the full model with the classifier by a triple loss

weighted by empirically chosen parameters as:

L = Lrecon + α ∗ Lclass + β ∗ Lcontr (5)

2.4. Anomaly Detector

The reconstruction error and the audio embedding vector are con-
catenated into a d + 1-dimensional input feature to the anomaly
detector. To tackle the domain shift issue, the SMOTE technique
[12] is employed to over-sample the training vectors of the target
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Table 1: Results on DCASE2025 Task 2 development datasets

Method ToyCar ToyTrain bearing fan gearbox slider valve hmean
AUC pAUC AUC pAUC AUC pAUC AUC pAUC AUC pAUC AUC pAUC AUC pAUC

baseline-MSE 62.28 49.70 59.11 50.19 59.84 61.12 54.85 49.46 57.64 52.49 59.43 52.32 65.35 57.35 56.26
baseline-MAHALA 62.04 49.05 48.51 48.32 61.33 61.86 58.27 50.82 62.43 55.07 62.03 53.61 58.61 52.53 55.33

the proposed:
Lrecon 60.32 50.37 65.62 48.68 62.96 60.32 62.26 57.47 55.21 53.26 61.17 50.47 65.35 63.47 57.79
Lrecon + Lclass 65.31 48.95 69.24 51.89 62.27 59.37 64.97 55.74 71.88 54.68 56.00 49.47 71.71 61.58 60.95
Lrecon + Lclass + Lcontr 63.90 53.58 71.25 52.89 63.24 59.11 63.60 61.32 73.87 57.00 63.82 52.16 79.53 68.16 63.80

domain and domain-aware models are trained separately. K-nearest
neighbor (KNN) and local outlier factor (LOF) are used for mod-
eling normal data. For KNN, the abnormality is measured by the
minimum distance to the cluster centers. For LOF, it is measured
by the local density output to its neighbors. The anomaly score is
calculated as the minimum of two domain models.

For testing, each query sound sample is segmented with overlap
to generate several output representations. Different aggregation
skills are employed: (1) feature-based aggregation where features
of different segments are averaged and a single anomaly score is
generated; (2) score-based aggregation where anomaly scores are
calculated per segment and then averaged to a final score.

3. EXPERIMENTS

3.1. Experimental Settings

Experiments were conducted on the DCASE2025 Task 2 develop-
ment dataset [13, 14] that consists of seven machine types (fan,
gearbox, bearing, slider, ToyCar, ToyTrain, and valve). Each ma-
chine type contains 1000 normal training audio samples, of which
990 samples are in the source domain and 10 samples are in the
target domain. The test data includes 200 samples of mixed nor-
mal and anomalous data. All audio samples are embedded in strong
environmental noise. In addition, 100 samples of clean normal ma-
chine data or noise-only data are provided for each machine type.
Four machine types are associated with rich attribute information
while the rest three (bearing, slider, ToyTrain) have no attribute in-
formation. Each audio clip has a duration of 10s or 12s and a sam-
pling rate of 16kHz.

For audio preprocessing, 128-dimensional log-mel energies
were extracted from the raw signal with a window size of 1024 and
a hop size of 512. It should be noted that a cut-off frequency of a
high-pass filter was set for each machine type to suppress the low-
frequency noises. As for the input to the network, 64 time frames
(approximately of 2s in length) were combined to form an input
feature of dimension 128 ∗ 64. The projection layer of the model
consisted of global average pooling operations and the final audio
embedding was reduced to a 128-dimensional vector.

For model training, a two-stage training strategy was adapted:
the first stage included 100 epochs only with the reconstruction loss
in (1) and the second stage included 250 epochs with the triple loss
in (5). The learning rate was 0.001 and the batch size was set to
128. Because of the highly unbalanced distribution of source and
target samples as well as noisy samples versus clean or noise-only
samples in the training set, a batch sampler was realized to control
the proportion of different sample types within each batch. Fur-
thermore, the mixup technique [15] was applied to generate more
intermediate-domain samples for enriching the training data and

specaugment was employed to prevent overfitting. For other pa-
rameters, τ = 0.07, α = 2, β = 1. The official metrics of AUC,
pAUC, and the harmonic mean score of the challenge were used for
evaluation.

3.2. Results

Table 1 show the evaluation results of the proposed method com-
pared to the official baseline system of the challenge. For ablation
study, different training settings were investigated to verify the ef-
fectiveness of the strategies mentioned in Section 2:

1. training only with Lrecon;
2. training with Lrecon and Lclass in two stages;
3. training with the triple loss in (5) in two stages. These three

systems were trained for the same total number of epochs for fair
comparison.

As a result, the proposed method with the triple loss achieved
the best performance with a harmonic mean score of 63.80%.
Through ablation experiments, it can be seen that both the super-
vised classification and contrastive learning strategies contributed to
the improvement of the performance. This demonstrated the effec-
tiveness of multi-task learning attached to the reconstruction-based
network. Specifically, integrating with the metadata for classifica-
tion exhibited an overall performance increase except for a slight
degradation on machine types (ToyTrain, bearing, slider) with no
attribute information available. The contrastive learning displayed a
consistent improvement over all machine types which demonstrated
its ability of enhanced noise-robust representation learning.

For challenge evaluation, 4 systems were submitted which dif-
fered in the anomaly scoring settings. Specifically, system 1 used
KNN and feature-based aggregation; system 2 used KNN and score-
based aggregation; system 3 used LOF and feature-based aggrega-
tion; system 4 used LOF and score-based aggregation.

4. CONCLUSION

This paper presented a robust MASD framework by integrating
reconstruction-based learning, self-supervised classification, and
contrastive learning within a multi-task CAE architecture. The self-
supervised classifier leverages metadata (domain/attributes) to learn
discriminative embeddings, synergizing with the reconstruction ob-
jective. The contrastive task exploits auxiliary clean/noise-only data
to explicitly enforce noise-invariant representations. Experiments
on the challenging DCASE2025 Task 2 dataset validated the frame-
work’s effectiveness, achieving superior performance over the of-
ficial baseline. Ablation studies confirmed each component’s con-
tribution: classification enhances discriminability (when metadata
available), while contrastive learning consistently improves noise
robustness across all machine types.
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