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ABSTRACT

In this paper, we present a sound event detection system based
on a deep neural network (DNN). Exemplar-based noise reduc-
tion approach is proposed for enhancing mel-band energy feature.
Multi-label DNN classifier is trained for polyphonic event detec-
tion. The system is evaluated on IEEE DCASE 2016 Challenge
Task 2 Datasets. The result on the evaluation set yields up to 0.787
and 0.3660 in terms of F-Score and error rate on segment-based
metric, respectively.

Index Terms— Sound event detection, deep neural network,
exemplar-based noise reduction

1. INTRODUCTION

Sound event detection (SED) plays an important role in computa-
tional auditory scene analysis, with a specific purpose of detecting
meaningful sounds, generally referred to sound events. Detecting
sound events such as speech, footstep and door slam provides fun-
damental information for understanding the situation using acous-
tic signal. Furthermore, SED could be utilized in many applica-
tions, including automated surveillance systems, information re-
trieval, smart home systems and military applications.

Many previous works on SED were based on conventional
speech recognition techniques. The most common approach is to
use a system based on spectral features such as Mel-Frequency Cep-
stral Coefficients (MFCCs) and Hidden Markov Models (HMMs)
for sound event classification [1, 2]. In recent works, approaches
based on Support Vector Machine (SVM) [3, 4, 5] or non-negative
matrix factorization (NMF) [6, 7, 8] were also proposed for SED.
Most of the previous works were monophonic SED, which focused
on detecting a single event at the same time. However, more than
two events can happen simultaneously in real environments. In
this case, conventional monophonic SED approaches may not be
suitable for detecting overlapping events. Polyphonic SED aims
to detect multiple sound events in the same time instance of the
sound data. A polyphonic AED system that used MFCC for feature
and HMMs as classifiers with consecutive passes of the Viterbi al-
gorithm was proposed [9]. In [10], Generalized Hough transform
(GHT) voting system has been used to recognize overlapping sound
events. In another work, NMF-based approach was used for source
separation and then events were detected from each stream [11].
Deep neural networks (DNNs) have shown good performance for
polyphonic SED by modeling overlapping sound events in a natural
way [12].
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Figure 1: Flowchart of the proposed system

In this paper, we propose a DNN-based SED system. In the
proposed system, data augmentation is performed to deal with data
sparsity problem in small training dataset and generate polyphonic
event examples. Exemplar-based noise reduction algorithm is pro-
posed for feature enhancement. DNN classifier is trained for poly-
phonic event detection and adaptive thresholding algorithm is ap-
plied as a post-processing for robust event detection in noisy condi-
tion.

2. THE PROPOSED SED SYSTEM

The proposed system consists of 4 main processing stages. The
overall system is illustrated in Fig. 1. First, data augmentation is
performed to generate artificial sound event scenes which are used
for training the classifier. In the second stage, mel-band energy fea-
tures are extracted and enhanced by exemplar-based noise reduc-
tion. Third, the enhanced feature is fed to a DNN classifier. The
features from artificial sound event scene are used for training the
DNN classifier. In final stage, the sound events are detected by fil-
tering and thresholding the output of the DNN classifier.
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Figure 2: Exemplar-based approach for noise reduction

2.1. Data augmentation

DNNs have shown good performance as classifiers in many applica-
tions. When the training data is large, the DNN could learn from the
variations presented in the training data under the same labels and
make classifications that are robust to intra-class variations. How-
ever if the training data from each class is not sufficient to cover
its intra-class variations, the DNN classifier trained with the data
may have poor generalization ability, leading to low classification
performance for test samples. In [13], data augmentation approach
was used for training DNNs to deal with the data sparsity problem.

Unlike speech datasets which usually consist of hours of data
or more, conventional sound event dataset is not sufficiently long
enough to train a robust DNN classifier. Under this condition, data
augmentation can help to enhance the performance of the DNN
classifier by improving the generalization ability of the neural net-
work. In recent research, data augmentation approach was per-
formed for better performance in polyphonic SED [14]. In this pa-
per, to construct the diverse sound event data from a small dataset,
artificial event scenes are generated using data augmentation. In the
artificial event scenes, events are overlapped to each other or ma-
nipulated by time stretching and power modification for diversity of
dataset. These event scenes are corrupted by white, blue and pink
noises.

2.2. Exemplar-based approach for noise reduction

In real life recordings, various noises exist and make it difficult to
detect sound events correctly. To alleviate the effect of the noises,
noise reduction is performed for feature enhancement. Since we as-
sume that the test noise conditions are unknown, model adaptation-
based approaches for noise robustness may not be suitable. In order
to suppress unseen noises in test conditions, exemplar-based noise
reduction approach is proposed. In this approach, noise exemplars
are selected from the event scene features, then noise is directly sub-
tracted from the event scene features by using the noise exemplars.

For each event scene, mel-band energy features are extracted
and the features that have L1 norm corresponding to the lower 30%
are considered to be noise candidates. From the candidates,K noise
frames are selected randomly or using K-means algorithm for noise
exemplars. For each frame, best matching noise exemplar that min-
imizes the noise estimation error, defined as in (1), is selected.

Ek = ||max(Xt −Nk, 0)||1 + α · ||max(Nk −Xt, 0)||1 . (1)

Ek is the noise estimation error of a noise exemplar Nk and Xt is
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Figure 3: A DNN structure for the proposed SED system

a feature vector at time index t. Noise estimation error Ek is the
summation of under estimation error and over estimation error with
ratio α. The selected noise exemplar is subtracted from the frame
feature for noise reduction. The proposed noise reduction process
is illustrated in Fig. 2.

2.3. DNN Classifier

In this paper, we trained a DNN-based classifier for SED. Unlike
speech, sound events come from different physical sources so they
possess unique characteristics that are distinct from one another.
The DNN structure is employed to successfully represent distinct
sound events in a single model. The DNN system for SED is illus-
trated in Fig. 3. The DNN consists of an input layer, a few hidden
layers and an output layer which are fully connected to their adja-
cent layers. As for the input, the mel-band energy features enhanced
by the proposed noise reduction approach are used. To consider
temporal information, several adjacent frame features are concate-
nated for a single frame input. The output of the DNN is the es-
timated labels for input frames. The number of output unit is the
same as that of the event classes, and each output unit is matched to
each class. When the event exists in input frame, the output unit of
the class is set to 1, otherwise it is set to 0. We used rectified linear
activation function for hidden layers and sigmoid function units for
the output layer.

Artificial event data generated by data augmentation is used for
training the DNN classifier. In the fine-tuning stage, backpropa-
gation algorithm with the minimum mean squared error (MMSE)
function between the correct label and the estimated label is em-
ployed to train to the DNN. A stochastic gradient descent algorithm
is performed in mini-batches to improve learning convergence. To
deal with overfitting problem, we used the dropout technique which
has already proved its regularization capability for training DNN
[15].

2.4. Post-processing

The output of the DNN classifier is filtered for robust event detec-
tion. An averaging filter may help to remove outliers, but also dis-
courage precise detection in onset or offset period of an event due to
non-event periods nearby. For precise onset and offset detection, we
used two filters: one of which is a sigmoid function and the other
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is the former reflected about the y-axis. The former one is sensitive
to the onset and the latter one is sensitive to the offset of an event.
To detect both onset and offset of an event correctly, larger values
of the output of two filters are taken from both output of the filters.

Generally, static threshold value is used for detection. How-
ever, in noisy event scenes, static threshold value can lead to high
false detection error rate when the noise has similar characteristic
with the events. To consider the noise effect on detection, adaptive
threshold value is used as in (2) ,

Ti = Tbase + β · Si (2)

where Ti is an adaptive threshold value of class i, Tbase is a base
threshold value, Si is mean of the DNN output of the class i in the
event scene which reflects noise similarity with class i, and β is
ratio value for Si. When noise characteristic is similar to class i, Ti

gets higher and reduces false detection error rate of class i.

3. EXPERIMENTAL RESULT

In order to evaluate the performance of the proposed system, we
conducted a SED experiment on IEEE DCASE 2016 Challenge
Task 2 Train/Development Datasets [16]. The training dataset was
composed of mono recordings of isolated acoustic events typi-
cally found in an office environment. 11 classes were available:
clearthroat, cough, doorslam, drawer, keyboard, keys, knock, laugh-
ter, pageturn, phone, speech and each class was represented by 20
recordings in training dataset. The development dataset consisted of
18 two-minute recordings in various noise and event density condi-
tions. Only training dataset and noises sampled from probability
density functions were used for learning the system and develop-
ment dataset was used for evaluation.

Data augmentation was performed for generating the training
event scene. Each sound event scene was about two-minute long.
All events in the training dataset were normalized to have the same
power and 30 of them were randomly selected for one event scene.
To diversify the training data, half of the events were manipulated
by stretching the time at a ±10% rate and modifying the power in
the range of 50%− 200%. One third of the events were overlapped
to each other for polyphonic event examples. To consider the ef-
fect of noise on events, white Gaussian noise at signal-to-noise ratio
(SNR) levels 6 to 18 dB and pink noise and blue noise at SNR level
12 dB were mixed. Total 110 artificial event scenes were generated
for training the system.

We used mel-band energy as input features. Instead of original
frequency 44.1 kHz, we used the sampling frequency of 30 kHz,
spanning 50 bands between 100 Hz and 15 kHz. We used a ham-
ming window with a frame length of 30 ms and a frame shift of 10
ms for frame segmentation. For noise reduction, K = 100 noise
exemplars are selected and α is set to 0.5. As training data and test
data may have power mismatch, the features extracted from each
event scene are normalized.

For training the DNN-based classifier, 50-dimensional mel-
band energy features were used as input. The input layer for DNN
was formed by applying a context window of 11 frames, having
550 visible units for the network. The DNN had 3 hidden layers
with 768 hidden rectified linear units with in each layer and the fi-
nal sigmoid output layer had 11 units, each corresponding to the
event classes. The parameters of the network were initialized by
random values sampled from zero-mean normal distribution. The
fine-tuning of the network was performed using mean squared er-

Table 1: Average detection results on IEEE DCASE 2016 Challenge
Task 2 Development Dataset

Metrics Segment-based Event-based

Precision 0.9311 0.7553
Recall 0.9211 0.8367

F-score 0.9261 0.7939

Substitutions 0.0091 0.0152
Deletions 0.0698 0.1481
Insertions 0.0590 0.2559

ER 0.1379 0.4192

Table 2: Average detection results on IEEE DCASE 2016 Challenge
Task 2 Evaluation Dataset

Metrics Segment-based Event-based

F-score 0.787 0.671

ER 0.3660 0.6178

ror as the loss function by error back propagation supervised by the
correct label of frames. The mini-batch size for the stochastic gra-
dient descent algorithm was set to be 128. The learning rate was
initially set to be 0.015 and exponentially decayed over each epoch
with decaying factor 0.99 after fifth iteration. The momentum was
set to be 0.7. The training was stopped after 80 epochs. The dropout
percentage of 20% was applied for regularization.

In post-processing stage, two 21-tap sigmoid shape filters are
applied for smoothing output of the DNN. Larger values are taken
from both output of the filters and thresholded for event detection.
We set Tbase to 0.6 and α to 0.5 for adaptive thresholding. Same
events within 200ms gap are concatenated and events shorter than
100ms are removed.

As evaluation measures the F-Score and the error rate (ER) are
used on Segment-based level. The F-Score F is the harmonic mean
of precision P and recall R. The ER is the total number of inser-
tions I , deletions D and substitutions S relative to the number of
reference events N .

F =
2P ·R
P +R

, ER =
S +D + I

N
(3)

The results on the development dataset, averaged over the 18 syn-
thetic audio event scenes are shown in Table 1. F-score and ER
on segment-based metrics are 0.9261 and 0.1379, respectively. On
event-based overall metrics, F-score and ER are 0.7939 and 0.4192,
respectively. For DCASE 2016 task 2 challenge evaluation, both
training data and development data are used for training DNN clas-
sifier. In Table 2, the results on the evaluation dataset are shown.
F-score and ER on segment-based metrics are 0.787 and 0.3660,
respectively. On event-based overall metrics, F-score and ER are
0.671 and 0.6178, respectively.

4. CONCLUSION

We presented a SED system based on a DNN. We used data aug-
mentation to deal with data sparsity problem and exemplar-based
approach for noise reduction. We trained a DNN for classification
and filtering and adaptive thresholding are used for detecting events.
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The proposed system has shown promising results on IEEE DCASE
2016 Challenge Task 2 Datasets.
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