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ABSTRACT

Automated audio captioning is the task that generates text descrip-
tion of a piece of audio. This paper proposes a solution of automated
audio captioning based on a combination of pre-trained CNN lay-
ers and a sequence-to-sequence architecture based on Transformer.
The pre-trained CNN layers are adopted from a CNN based neural
network for acoustic event tagging, which makes the latent vari-
able resulted more efficient on generating captions. Transformer
decoder is used in the sequence-to-sequence architecture as a conse-
quence of comparing the performance of the more classical LSTM
layers. The proposed system achieves a SPIDEr score of 0.227 for
the DCASE challenge 2020 Task 6 with data augmentation and la-
bel smoothing applied.

Index Terms— audio captioning, acoustic event detection,
transformer, data augmentation, label smoothing

1. INTRODUCTION

Automated audio captioning is a multimodal translation task where
the model outputs a textual description given an audio signal. With
growing attention [1-6], the 2020 edition of DCASE (Detection and
Classification of Acoustic Scenes and Events) data challenge has
introduced a task of automated audio captioning.

The basic tasks of automated audio captioning is acoustic event
tagging and acoustic scenes identification. Besides, the automated
audio captioning systems should also establish mappings between
natural language and detected acoustic events. Interested mappings
include 1) spatiotemporal relationships of sources (e.g. turned on
the gas on a gas canister and then switched the ignition key), 2)
foreground versus background discrimination (e.g. machine run-
ning and people talking in the back), 3) concepts (e.g. muffled
sound) and 4) physical properties of objects and environment (e.g.
hard surface, wooden door) [4].

Similar to image captioning [7-11], audio captioning requires
to extract feature representations of input space and map into nat-
ural language space. For audio captioning, effective audio feature
extraction methods [2] can extract accurate audio features, which
makes the generated description more relevant to the audio. As the
data available in the audio captioning task is limited, direct training
from scratch in an end-to-end manner may not enough to train an
effective feature extractor. Thus, A method of pre-training feature
extraction network is introduced in audio captioning models. Mean-
while, it is essential to describe the audio information with accurate
and fluent text in audio captioning task, which needs to establish a
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effective mapping between language and acoustic features. In nat-
ural language processing, Transformer [12] is a excellent language
modeling architecture proposed in recent years. For better mapping
the relationship between language and audio features, Transformer
is introduced to replace the traditional decoder with LSTM layers
in sequence-to-sequence architecture.

In DCASE 2020 audio captioning challenge, external data and
pre-trained models are not allowed. Effectively training a feature
extractor only using a small amount of data and annotation provided
by the dataset is important. In this paper, a sequence-to-sequence
model' is proposed to be trained using only caption annotation.
The proposed model consists of a 10-layer CNN [13] encoder and
a Transformer [12] decoder for feature extraction and natural lan-
guage generation. To achieve better feature extraction and language
modeling, pre-training is applied on the CNN encoder using the
data provided by the challenge. To further improve performance
and prevent over-fitting, label smoothing and data augmentation are
applied during training, while a fine-tuning with small learning rate
is applied after training is finished.

The contributions of this work are in the following aspects.
First, we propose a CNN-Transformer model for audio captioning
and achieves better results than the CNN-LSTM model [7]. Sec-
ond, we design some selection rules to get the right words from
the captions and set up a multi-label classification task to pre-train
the CNN encoder. Third, we find that Label smoothing [14] and
SpecAugment [15] can improve our model performance and avoid
over-fitting effectively. The paper is organized as follows: Section 2
introduces the related research in the field of audio captioning. Sec-
tion 3 describes the proposed model for DCASE 2020 audio cap-
tioning challenge. Section 4 introduces the experiment setup. The
experimental results are presented in Section 5. Section 6 concludes
this work.

2. RELATED WORKS

One of the first approach to automated audio captioning was pro-
posed by Drossos et al. [3], which used a GRU-based encoder-
decoder architecture. In [1, 6], the task of audio captioning in spe-
cific scenes was explored. In DASE 2019, Ikawa et all. [5] intro-
duced a conditional sequence-to-sequence model to control the in-
formation of the output sentences. In [2], a model with top-down
multi-scale encoder and aligned-semantic attention was proposed to
address the problem of audio captioning for sound in the wild, and

! nttps://github.com/lukewys/dcase_2020_T6.
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Figure 1: The overview diagram of the proposed model. The encoder extracts a sequence of feature vectors of the input log Mel-spectrogram,
and the decoder generates each word while attending to the feature sequence. The encoder is firstly pre-trained by a multi-label prediction
task. Fine-tuning is applied after training. The CNN encoder showed on the diagram remains the same architecture during pre-training,

training and fine-tuning.

a large-scale dataset named AudioCaps was contributed. Recently,
the dataset Clotho [4] was released and adopted in DCASE 2020
audio captioning challenge.

3. PROPOSED MODEL

The proposed model is a typical sequence-to-sequence system with
the introduction of Transformer layers in the decoder part and more
classical CNN layers in the encoder. The CNN layers, which is
known as pre-trained CNN layers, in the encoder of the system are
adopted in a separate audio tagging system, which mapping acoustic
features with acoustic events extracted from the caption text in the
training dataset.

3.1. Encoder

A 10-layer CNN [13] (CNN10) is used as the encoder in the pro-
posed model. The CNN used here is for feature extraction of in-
put spectrogram. As demonstrated to be successful in audio pattern
recognition [13], CNN10 in [13] is adapted and used. The reason
for choosing a relatively simple CNN rather than a deeper CNN
such as VGG [16] or ResNet [17] is mainly to prevent over-fitting.

The 10-layer CNN consists of four convolution blocks each
having two 3 X 3 convolution layers with ReLU activation function
and batch normalization, with 2 X 2 average pooling layer between
the blocks. The number of channels in the convolution blocks is 64,
128, 256, 512, respectively.

The output of the CNN is a 512 channel feature sequence down-
sampled 16 times both in the time dimension and frequency dimen-
sion. Each feature vector in the frequency dimension is then aver-
aged. The 2 layers of fully-connected neural networks are used to
map the dimension of each vector in feature sequence into the num-
ber of hidden dimensions used in the decoder for attention compu-
tation.
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3.2. Decoder

The decoder used in the proposed model is a standard Trans-
former [12] consist of multi-head self-attention on text sequence
and multi-head encoder-decoder attention on extracted feature se-
quence. The reason for choosing the Transformer model as the de-
coder is because of its state-of-the-art performance on natural lan-
guage processing and the non-recurrence computing of its structure
which helps prevent gradient vanishing or exploding. The decoder
uses a 2-layer Transformer with a hidden dimension of 192 and 4
heads.

3.3. Word prediction

Cross-entropy loss is used for this Audio captioning model. For
the word w, of the target caption, the corresponding output is
Dec(ws,2,....n—1,T) € RY, where x represents the output of the
encoder, Dec stands for decoder, IV is the vocabulary size. For pre-
diction, the softmax function is used to turn the output into word
probability. In the inference stage, the current prediction is related
to the prediction results of the previous steps. Beam search with a
size of 1-4 is used for word inference and chooses the best beam
size based on the output caption’s score. When the beam size is 1,
the model selects the word with the highest probability as the output
at each step.

4. EXPERIMENTS

The data used in this paper is DCASE 2020 with essential pre-
process steps. Then the proposed model is trained by a three-stage
strategy as shown in Fig. 1.

4.1. Data pre-processing

In DCASE 2020 audio captioning challenge, Clotho dataset [4] is
used which contains 4981 audio clips in 15-30 seconds each with 5
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Model BLEU; BLEU; BLEUs; BLEU; ROUGE; METEOR CIDEr SPICE SPIDEr
Baseline 0.389 0.136 0.055 0.015 0.262 0.084 0.074  0.033 0.054
PreCNN-LSTM 0.487 0.294 0.184 0.114 0.340 0.158 0272 0.102 0.187
CNN-Transformer 0.528 0.324 0.211 0.135 0.346 0.150 0.300  0.099 0.199
PreCNN-Transformer 0.524 0.326 0.201 0.134 0.350 0.154 0314  0.105 0.209
Fine-tune PreCNN-Transformer  0.534 0.343 0.230 0.151 0.356 0.160 0.346  0.108 0.227

Table 1: Scores of each metric with different model on evaluation data. The Baseline model is the baseline of the audio captioning challenge.
The PreCNN-Transformer model and the PreCNN-LSTM model use the same 10-layer CNN encoder [13] and compared with the same CNN

pre-training weights.

captions in 8-20 English words. The text information and acoustic
information are processed separately.

Experiments use log Mel-spectrograms as acoustic feature,
which calculated from the raw audio. The log Mel-spectrogram
input is obtained by first getting the 64 Mel-band Mel-spectrogram
of the audio, then converting the amplitude into a decibel scale. The
sampling rate of audio is 44100, the length of FFT window is 1024,
and the number of samples between successive frames is 512. When
input into the network, zero-padded the data in a batch and form a
tensor.

Captions are pre-processed in our experiments. All captions
were tokenized while remove all punctuations and convert all letters
to lowcase. Then, add tokens at the start and the end of each caption
to mark the sentence. Eventually, the vocabulary size of captions is
4368.

SpecAugment [15] is applied as data augmentation to increase
the effective size of existing training data and demonstrated to be
effective in performance improvement in automatic speech recog-
nition models [15]. In SpecAugment, frequency masks and time
masks are randomly applied onto the log Mel- spectrogram before
input to the CNN encoder.SpecAugment is set with 2 frequency
masks and 2 time masks in parameter W = 40,7 = 30 with a
probability of 0.2.

4.2. Pre-training

The CNN encoder in the model plays an important role in extracting
features of the input audio. However, direct training may not be suf-
ficient to train the encoder which makes decoder hard to optimize.
Thus, to more effectively optimize the decoder during training, pre-
training is applied here before training. The CNN encoder is pre-
trained by converting the audio captioning task into a multi-label
classification task where 300 classes are used. The classes used in
encoder pre-training is obtained by selecting a sub-set of the word in
caption vocabulary. First, 20 words with the highest frequency and
the words that have no more than 2 letters are excluded from the vo-
cabulary which mainly contains meaningless words such as article
words. words in caption vocabulary are then transformed into its
original form by finding the stems of words such as “-ing”, “-ly”,
“-d”, “-s”, etc, while the word frequency of the transformed words
is added to the frequency of its original form. Last, 300 words with
the highest frequency remain in vocabulary is selected as classes for
pre-training. Some of the selected classes are as follows: “chirp”,
“someone”, “person”, “talk”, “run”, “walk”, “sound”, “noise”, “ob-
ject”, etc.

In the pre-training stage, all 5 captions of each audio are com-
bined to form one training label. Words in each caption are also
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transformed into its original form using the same rules above. The
label of each audio is a multi-hot vector where each index of the
word occurs in captions equal to 1.

The input of the multi-label classification network x is the log
Mel-spectrogram of audio, and the output of the network f(z) €
[0, 1] represents the the probability of K classes. The target y €
{0,1}* is the label extracted from all 5 captions of audio. The
loss of the network is calculated using binary cross-entropy. Since
the multi-label classification network and the encoder of our audio
captioning network using the same CNN layers, it is very simple to
transfer the learned features.

The word embedding in the decoder is also pre-trained to
improve language modeling performance. The word embedding
is pre-trained using Word2Vec model [18] via python package
genism [19]. Each caption sentence in the training set is used
to form a training corpus.

The multi-label classification model is pre-trained for 60 epochs
with a learning rate of 1 x 1073, The Word2Vec model is trained
1000 epochs with random parameter initialization.

4.3. Training

Among the data in the dataset, 60% are used as development (train-
ing) set and 20% are used as evaluation set while the last 20% re-
mains as test set.

Batch size of 16 is used with a learning rate of 3 x 10™* and
a [2 regularization applied to all trainable parameters with factor
X = 1075, The encoder of the audio captioning model loads the
weights trained on multi-label classification model and freezes these
parameters. Label smoothing [14] is set with e = 0.1. The dropout
probability p = 0.2 is applied to CNN encoder and Transformer
decoder.

To improve performance and avoid over-fitting, label smooth-
ing [14] is applied as regulation to improve the generalization of the
model by introducing penalty to over-confident prediction. In label
smoothing, the one-hot word prediction label is replaced by mixing
of original distribution ¢(k|z) = dk,, with a uniform distribution
u(k) = 1/K where K is the number of word classes, such that

€

K

q' (k) = (1 =€)y + M

4.4. Fine-tuning

In training phase, the experiment loads pre-trained weights and
freezes CNN parameters to train the decoder. In order to optimize
the encoder, fine-tuning is applied which was found to improve the
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Methods BLEU: BLEU, BLEUs3 BLEU; ROUGE; METEOR CIDEr SPICE SPIDEr
Base 0.511 0.311 0.201 0.129 0.338 0.084 0.277 0.095 0.186
SA 0.498 0.305 0.199 0.128 0.332 0.146 0.286  0.096 0.191
LS 0.513 0.316 0.207 0.135 0.345 0.149 0.295 0.098 0.197
SA+LS 0.528 0.324 0.211 0.135 0.346 0.150 0.300  0.099 0.199
SA+LS+PW 0.507 0.311 0.204 0.132 0.342 0.153 0.295 0.099 0.197
SA+LS+PC 0.524 0.326 0.201 0.134 0.350 0.154 0314  0.105 0.209
SA+LS+PC+FT  0.534 0.343 0.230 0.151 0.356 0.160 0.346  0.108 0.227

Table 2: Scores of each metric with different methods on evaluation data. Base: Train the network without using tricks. SA: Add SpecAug-
ment. LS: Add Label smoothing. PW: Use pre-trained word embedding. PC: Use pre-trained CNN encoder. F7T': Fine-tuning.

model performance. The model which yields the highest perfor-
mance in evaluation is selected, and continue training for 20 epochs
with a small learning rate of 10~%.

5. RESULTS

5.1. Evaluation metrics

Caption evaluation is performed using the tools provided by the or-
ganizer of this challenge. Among the metrics used, BLEU,, [20]
measures a modified n-gram precision. ROUGE¢, [21] measures a
score based on the longest common subsequence. METEOR [22]
measures a harmonic mean of weighted unigram precision and re-
call. CIDEr [23] measures a weighted cosine similarity of n-grams.
SPICE [24] measures the F-score of semantic propositions extracted
from caption and reference. SPIDEr [25] is the arithmetic mean be-
tween the SPICE score and the CIDEr score. The submitted results
are ranked by the SPIDEr score. In all metrics used, higher scores
indicate better performance. The Rank of the methods is performed
according to the SPIDEr metric in DCASE 2020 audio captioning
challenge.

5.2. Caption Generation

The performance of the proposed model is shown in Tab. 1. As
shown by SPIDEr, the pre-trained CNN-Transformer structure out-
performs the pre-trained CNN-LSTM structure as the transformer
layers can better establish mappings between natural language and
acoustic features. Moreover, the pre-trained CNN-Transformer
structure outperforms the CNN-transformer without pre-train CNN
layers by a SPIDEr score of 0.209, which demonstrate that the pro-
posed pre-traing method can extract better acoustic features.
Experiments compared the performance of different model in
Tab. 1. The Baseline model® is the baseline of the audio cap-
tioning challenge, which consists of a three-layer BiIGRU encoder
and a two-layer BiGRU decoder. The CNN-Transformer is the
model proposed in this paper. The PreCNN-LSTM uses the same
CNN encoder [13] as CNN-Transformer and a LSTM decoder [7]
with attention. To compare the ability of different decoder and re-
duce the influence of CNN encoder, PreCNN-LSTM and PreCNN-
Transformer are compared with the same pre-training CNN layers.
The results show that the model proposed in this paper possesses
much higher performance than Baseline. The Transformer decoder

2The performance the baseline model is presented according to
http://dcase.community/challenge2020/task—automat
ic-audio-captioning.
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is better than LSTM decoder in all evaluation metrics, which means
Transformer has better language modeling ability than LSTM in this
task. Eventually, the proposed model can achieve a score of 0.227
with fine-tuning.

5.3. Ablation studies

In order to show the validity of the tricks and the methods in pro-
posed model, ablation studies are used to verify the effectiveness of
each step. All experiments were run under the same machine, en-
vironment and configuration. The results are shown in Tab. 2, most
methods used in the studies are effective to improve model perfor-
mance.

In Tab. 2. Method Base is the CNN-Transformer model with-
out using tricks. Method SA adds SpecAugment [15] for data aug-
mentation. Method LS uses Label smoothing [14] to prevent over-
fitting. Method PW adds pre-trained word embedding obtained
through Word2Vec. Method PC uses pre-trained CNN encoder ob-
tained through the multi-label classification task. Method FT is to
fine-tune the model with a smaller learning rate.

The results demonstrate that using SpecAugment and Label
smoothing can effectively improve performance and avoid over-
fitting. The word embedding trained on the corpus obtained from
the training set does not help the model. The pre-trained encoder
obtained through the multi-label classification task can be directly
used in the audio captioning model and achieves a certain improve-
ment. At the same time, pre-training can reduce the difficulty of
model training and get better modeling ability. After training, fine-
tuning is necessary to optimize the encoder to get the best result.

6. CONCLUSION

Automated Audio Captioning is a task that has not been studied ade-
quately. This paper proposes a CNN-Transformer model with a pre-
training stage introduced. Experimental results show that the fea-
tures extracted from the multi-label classification task can be used
directly for Automated audio captioning. The pre-training method
improves the feature extraction and language modeling capability of
the model and greatly improve the performance. By using different
decoder, it demonstrates that Transformer has better language mod-
eling ability than LSTM in this task. The experiments also verified
the effectiveness of SpecAugment and Label smoothing introduced
in the proposed model.
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