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State-of-the-art classifiers demand significant processing capabilities and
memory for good performance which is challenging for resource-constrained
mobile or IoT edge devices. It is more likely to deploy these models on more
powerful hardware and classify audio recordings previously uploaded (or
streamed) from low-power edge devices. In such a scenario, the edge device
may apply perceptual audio coding to reduce the transmission data rate. This
paper explores the effect of perceptual audio coding on classification
performance using a DCASE 2020 challenge contribution [1]. We discuss how
classification accuracy is degraded by lossy audio compression and a solution
to improve it.

The authors of [1] have made source code and pre-trained models publicly 
available, which is used for our experiments.

We evaluate the pre-trained ensemble classifier using audio files 
perceptually encoded using ffmpeg . Results are shown in the table below

The classification accuracy dropped from 0.820 (classification accuracy on 
the uncompressed original evaluation files) to 0.352, a decrease by 57.1% .

We propose retraining the 
model using additional data 
augmentation. 

Augmentation data is generated 
by converting the training 
dataset into different encoded 
audio formats and bitrates.

We focus on the 10-class FCNN 
classification sub model. 

We analysed the log-mel
features across uncompressed 
and compressed audio data to 
find data that is most different 
than the training data.  

Different audio codecs and bitrates that were chosen are: MP3 at 64kbps, AAC 
at 32kbps and HE-AAC at 16kbps and, 32kbps were selected.

Following are the training conditions:
Condition 1: The model is trained only with original audio data.
Condition 2: A Fully Augmented Dataset as mentioned in the original paper. 
Condition 3: The model is trained with original audio data and augmentation 
data includes MP3 format coded audio data at 64kbps.
Condition 4 & Condition 5: Add HEAAC coded audio data at 16kbps and HEAAC 
coded audio data at 32kbps respectively, to training Condition 3.
Condition 6: Add AAC-coded audio data at 32kbps to training condition 4.
Condition 7: Add condition 6 to the Fully Augmented Data as in the original 
paper.

The newly trained models are evaluated with the same audio content as in 
problem formulation in the different conditions as follows:
• No Coding Conditions: Evaluation using the original evaluation data.
• Seen Codec with seen bitrate Conditions: The evaluation conditions use 

codecs at bit rates that were part of the training.
• Unseen bitrate conditions: The evaluation conditions feature the same 

codec used for training, but at different bit rates.
• Unseen Codec Conditions: The audio codecs that were not part of the 

model training are used for evaluation.

• Perceptual compression artifacts can significantly degrade the accuracy of
today’s scene classification model.
• Data augmentation strategy for model training that includes perceptual

audio coding improves robustness in classification even for audio codecs
and/or bit rates not part of the model training.
• It does neither harm nor improve model performance when classification is

performed on the original audio data.

No Coding Conditions: Re-training has no degrading effects on the
classification accuracy. It improved gradually with inclusion of HE-AAC at
16kbps and AAC at 32kbps and further increased when the model was trained
in the final training condition 7.
Seen Codec with bitrate Conditions (AAC at 32kbps, MP3 at 64kbps): The
performance increased with the baseline training from 0.458 to 0.558 and
from 0.550 to 0.615 respectively. The accuracy further improved with the
addition of MP3 at 64kbps, and HE-AAC.
Unseen Bitrate conditions (MP3 at 32kbps, AAC at 48kbps, AAC at 64kbps):
The relative performance of classes MP3 at 32kbps, AAC at 48kbps, AAC at
64kbps improved by 98.7%, 19.6% and 10.9% respectively, as compared to the
baseline performance.
Unseen codec Conditions (Opus at 64kbps, SBC at 64kbps): The relative
classification accuracy for Opus at 64kbps, SBC at 64kbps improved by 1.9%
and 6.1% respectively, compared to the baseline performance.
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Perceptual audio coding:  
• Significantly reduce the data rate of an 

audio signal .
• Does not intend to preserve the signal 

waveform.
• Aims to maintain a perceptually similar 

or even equal audio experience. 

Existing state-of-the-art methods are 
trained & tested using uncompressed 
audio files.

Edge devices use audio coding, therefore 
its effects must be studied.
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