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Acoustic and Semantic Information
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Our goal Is to Iimprove the performance of automated audio captioning by enhancing the abllity of the
encoder to recognize audio concepts and utilizing both acoustic and semantic information in the decoder.

« Acoustic information is obtained from the encoder.

« Semantic information contains (1) tagging words that are audio concepts recognized from the
encoder and (2) previously predicted words that contain all the generated words before the current
time.

Proposed Method

Key idea: we build a pre-trained encoder to enhance the abllity of the encoder to recognize audio concepts
and a multi-modal attention module to utilize both acoustic and semantic information.
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Experiments and Results

* We evaluate our proposed model on the Clotho v2 dataset, which contains 3,839 training, 1,045 validation, and 1,045
testing audio clips.

* Training periods: cross-entropy and CIDEr-D optimization.
 B1, B4, RG, ME, CD, SP, and SD denote BLEU-1, BLEU-4, METEOR, ROUGE-L, CIDEr-D, SPICE, and SPIDEr.
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Cross-entropy CIDEr-D optimization
Model B1 B4 RG ME CD SP SD B1 B4 RG ME CD SP SD
Baseline [10] 37.8 1.7 26.3 7.8 7.5 2.8 5.1
TAM [5] 48.9 10.7 32.5 14.8 25.2 9.1 17.2
T™ [4] 53.4 15.1 35.6 16.0 34.6 10.8 22.7
UNIS's model [11] 62.5 178 40.1 176 428 12.6 27.7
SJTU's model [12]  56.5 155 374 17.4 399 11.9 25.9 64.0 16.3 404 178 449 12.3 28.6
MAAC (Ours) Y4 17.4 37.7 17.4 41.9 11.9 26.9 64.8 18.1 40.8 19.0 49.1 13.1 31.1
Model B4 cp sp Results:
Base 165 40.6 26.4 ¢ Our proposed model achieves the highest score on all metrics both in the

cross-entropy and CIDEr-D optimization stages.

The CIDEr-D score of the proposed model improves from 41.9 to 49.1 after
further optimizing CIDEr-D.

Pre-trained keyword encoder and multi-modal attention module could improve
the performance of the automated audio captioning.

Visualization
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gExample 1:

gExample 2:
:GT1: A door creaks as it

éExample 3:

:MAAC: A door creaks as it opens and
:Keywords: door, open, creak, , chair.

opens and shuts.

:MAAC: Birds are chirping in the background as a door
éKeywords: chirp, bird, door, close,
:GT1: Birds in a zoo are chirping as their cage door are being and closed.
:GT2: Birds chirping while people move things around and talk in the background.

EGT2: A door 1s creaking back and forth in the wind.

:MAAC: Cars are passing by and birds are chirping in the background.
éKeywords: car, drive, vehicle, pass, bird.
:GT1: Birds chirping in the background while a car is driving by.
:GT2: A car drives by as birds chip in the background.
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Anaiysis:

« The pre-trained keyword encoder can almost recognize the main concepts I.e. keywords and the keywords may appear
In different states in the ground-truth captions and the predicted sentences.

« Attention maps of semantic information indicate that keywords and previously predicted words are concerned to
generate the current word.
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