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Sound event detection (SED) : determine both the category and 
time boundaries of a event




A multi-scale SED network based on split attention is
proposed.
Multi-scale module is designed to learn features in
parallel. 

Split attention module is used to learndifferent sub-
features separately.

1.Multi-scale mechanism 

2.Channel shuffle operation 
3.Split Attention (SA) module

Audio tagging (AT) : only needs to predict event category
within an audio




Short duration events & Long duration events exhibit 
       different time-frequency properties.

Features of different channels are often treated equally. Obtain multi-scale features by using different 

Enhance the cross-channel information flowing
      convolution kernel.

    among the features with different scales



Future work: how to deal with the features with
different scales in SED.

how to obtain multi-scale features is an issue.

Group convolution is used to separately learn sub-features. Group convolution is used to learning sub-features



Split r branches sub-features




Attention mechanism 





