MULTI-SCALE NETWORK BASED ON SPLIT ATTENTION FOR SEMI-SUPERVISED SOUND EVENT DETECTION
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ABSTRACT

Sound scene in real environment is generally composed of different types of sound events meanwhile the time-frequency scales of these events are diverse. Thus, it is important to design a proper mechanism to extract the multi-scale features for sound event detection (SED). In order to improve the discriminative ability of different types of sound events, we propose a multi-scale SED network based on split attention. We design a Multi-scale (MS) module to extract the fine-grained and the coarse-level features in parallel. A Channel Shuffle (CS) operation is introduced to enhance the cross-channel information communication among the features with different scales. Also, a Split Attention (SA) module is designed to learn several sub-features separately and an attention mechanism is followed to generate the corresponding importance coefficients for each sub-features. Experiments on DCASE2021 Task4 dataset demonstrate the effectiveness of our proposed multi-scale network.

Index Terms — sound event detection, multi-scale, channel shuffle, split attention

1. INTRODUCTION

The purpose of sound event detection (SED) is to identify the categories of sound events and detect the onset and offset of the target events in an audio sequence. Unlike audio classification task that it only needs to determine the event categories, detection task also needs to predict the temporal position of occurring events. Thus, SED is a more difficult task. SED has drawn great attention recently in a variety of applications, such as surveillance [1], smart cities and homes [2], [3], as well as multimedia information retrieval [4].

There are three kinds of learning approaches in SED: fully supervised SED, weakly supervised SED and semi-supervised SED. Following the baseline of DCASE2021 Task4, this paper only focuses on semi-supervised SED based on mean teacher method [5].

Real-life SED is challenging since different sound events exhibit different time-frequency properties. For example, "Dog" and "Dishes" last shorter while "Running water" and "Blender" last longer in the time domain and cover a wider frequency range. If the model performs on a single resolution, it’s hard to deal with the different types of sound events. Thus, how to obtain the multi-scale features and integrate the features with inconsistent scales is a key point in SED.

Multi-scale mechanism has drawn great attention in SED task. Zhang et al. [6] further proposed an multi-scale detection method based on Hourglass network. The mechanism of Feature pyramid [8] has proved to be useful to obtain multi-resolution features in SED [9], [10]. Another way to get multi-scale features is to use dilated convolution. Li et al. [11] proposed a dilated convolution recurrent neural network (CRNN) to verify the effectiveness of different dilation rates in convolution layers. Drossos et al. [12] proposed to use dilated convolution instead of GRU to capture long temporal context. Different from the above mentioned methods, in this paper, the multi-scale is only reflected from the convolution kernels of different sizes, it is a relatively simple structure. Su et al. [13] proposed a channel shuffle module to promote cross-channel information communication between the high-level and low-level information. Zhang et al. [14] proposed the ResNeSt based on the split-attention and proved its effectiveness. The group learning mechanism in split-attention ensures the network only to learn sub-features in adjacent channels. Wang et al. [15] also showed that the channel features are mainly related to their adjacent channel features while little related to the remote channel features.

Inspired the above related works, we propose a multi-scale SED network based on split attention. The multi-scale module exploits convolution kernels of different sizes to learn the multi-scale features in parallel, which improves its ability to recognize sound events. Motivated by [13], the channel shuffle operation is adopted to enable the cross-channel information flowing among the features with different scales. Inspired by ResNeSt [14], we adopt split attention module based on group convolution to separately learn sub-features and also generate attention weights to re-weight these sub-features.

This paper is organized as follows. We introduce the proposed SED network in Section 2, describe the dataset and evaluation metrics in Section 3, analyze the experimental results in Section 4, and conclude the paper in Section 5.

2. PROPOSED METHOD

In this section, we firstly present the overall network structure. Then we separately introduce the proposed multi-scale module, channel shuffle operation and split attention module.

2.1. Network Architecture

As illustrated in Figure 1, the proposed network adopts CRNN as the backbone architecture. It mainly consists of three parts: multi-scale feature extraction part, bi-directional GRU (Bi-GRU) and lo-
calization parts. The multi-scale feature extraction part is based on 7 residual blocks, each block followed by a pooling layer. In the first one and the last three residual blocks, each of them consists of one multi-scale (MS) module shown in Figure 2 and in the middle three residual blocks, each of them consists of two MS modules. Then a Bi-GRU is used to capture temporal information. The localization part produces frame-level predictions for SED and clip-level predictions for audio tagging (AT). Note that linear softmax [16] is introduced as an aggregation function to produce the clip-level predictions.

### 2.2. Multi-scale Module

In order to effectively model time-frequency context information, the multi-scale module exploits convolution kernels of different sizes to extract the features of different scales.

As shown in Figure 2, where a three-branch case is shown, each branch used to learn one single-scale feature map. Thus, multi-scale module can process the input feature at multiple scales in parallel. For a given feature map $X \in \mathbb{R}^{C \times H \times W}$, it firstly undergoes three kinds of scale transformations based on different kernel sizes $k_i$, thus $[X_1, X_2, X_3]$ are obtained. $X_i \in \mathbb{R}^{C_i \times H \times W}$ represents a specific scale feature that can be generated as:

$$X_i = SA(X, k_i), i = 1, 2, 3$$

(1)

where $SA$ denotes split attention module that is going to be described in details in Section 2.3. $k_i$ denotes the kernel size used in SA module. Then a pre-processed multi-scale feature $F' \in \mathbb{R}^{3C \times H \times W}$ is obtained by concatenating the multi-scale features $X_i$:

$$F' = \text{Concat}([X_1, X_2, X_3])$$

(2)

where Concat means the concatenation operation along the channel dimension.

In order to help the network learn a better multi-scale feature, a channel shuffle operation is applied to $F'$ that it improves the information flowing among the features with different scales. A convolution layer with the kernel size of $1 \times 1$ is followed to change the channel numbers of output features. Thus, the final output features $F \in \mathbb{R}^{C \times H \times W}$ can be obtained by:

$$F = \text{Conv1} \times 1(\text{CS}(F'))$$

(3)

![Figure 1: The overall architecture of the Multi-scale network based on Split Attention.](image)

![Figure 2: Illustration of our proposed multi-scale (MS) module. SA denotes split attention module.](image)

Where CS denotes channel shuffle operation.

### 2.3. Channel Shuffle operation

In [17], channel shuffle operation can be used to improve the information flowing among the feature within different groups. In this paper, channel shuffle operation aims to enhance the cross-channel information communication among the features with different scales. A channel shuffle operation can be modeled as a process composed of “Reshape-Transpose-Reshape” operations. As shown in Figure 2, the channel dimension of $F'$ is reshaped to $(g, c)$, where $g$ is the number of groups, $c = 3C/g$. The channel dimension is further reshaped to $(c, g)$ and then flatten back to $3C$. Through this operation, the channel information among different features can interact with each other.

### 2.4. Split Attention Module

As shown in Figure 2, inspired by group convolution (GN) [18], SA module firstly adopts group convolution to learn different sub-features, which represent diverse semantic features such as different sound event patterns. Then, in order to measure the importance of different sub-features, a set of attention weights $W_i$ corresponding to each sub-feature are generated. This process can be abstracted into two parts: Group. Attention.
**Group:** Assuming an input feature map $X \in \mathbb{R}^{C \times H \times W}$, we firstly adopt the group convolution to learn $g$ sub-features in different groups separately. As a result, the $C$-channel feature map $X$ is expanded into the $rC$-channel feature map $X' \in \mathbb{R}^{rC \times H \times W}$. Then the expanded feature map $X'$ is split into $r$ branches along the channel dimension that represented as $[X_{1}, ..., X_{r}, ..., X_{1}^{r}]$. $X_{i} \in \mathbb{R}^{rC \times H \times W}$, $i \in \{1, 2, ..., r\}$. The number of group $g$ and branch $r$ will be discussed in the experiment.

**Attention:** Multiple sub-features $[X_{1}, ..., X_{r}, ..., X_{r}]$ are firstly fused via an element-wise summation $U = \sum_{i=1}^{r} X_{i}$. Then, global average pooling is calculated to squeeze the fused feature $U$ into a channel-wise statistics $S \in \mathbb{R}^{rC \times 1 \times 1}$:

$$S = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} U(i', j')$$

(4)

Then, a simple attention mechanism with a Softmax function is performed on the channel-wise statistics $S$. The attention weight $W \in \mathbb{R}^{rC \times 1 \times 1}$ can be obtained by:

$$W = \sigma(\text{Softmax}((\text{Conv}(\delta(BN(\text{Conv}(S)))))$$

(5)

Where $\delta$ means the ReLU activation function, BN the batch normalization, Conv the group convolution with the kernel size of $1 \times 1$ and group number is $g$. The attention weight $W \in \mathbb{R}^{rC \times 1 \times 1}$ is then split into $r$ attention weights $W_{i} \in \mathbb{R}^{rC \times 1 \times 1}$.

Finally, by applying the weights $W_{i}$ to the sub-features $X_{i}$, the output feature map of SA module $Z \in \mathbb{R}^{C \times H \times W}$ is obtained by:

$$Z = \sum_{i=1}^{r} S_{i} \times X_{i}$$

(6)

### 3. EXPERIMENTS

#### 3.1. Dataset and Experimental setup

The audio samples in the DCASE2021 Task4 dataset are 10s clips recorded in domestic environment or synthesized to simulate a domestic environment. It contains 10 kinds of sound events. Three types data (i.e., the weakly labeled data (1578), unlabeled data (11412) and strong labeled data (10000)) are used for training. The ratio among them is 1:2:1 in each batch. The performance of the proposed method is evaluated on the validation data (1168).

#### 3.2. Loss Function

The loss function for training the model is a sum of four loss components: two binary cross entropy (BCE) losses for supervised training and two mean square error (MSE) losses for consistency training, which are combined as follows:

$$\mathcal{L}(\theta) = \mathcal{L}_{\text{BCE}}(s_{\text{out}}, l_{w}) + \sigma(\lambda)\mathcal{L}_{\text{MSE}}(s_{\text{out}}, l_{w})$$

(7)

$$\mathcal{L}_{\text{BCE}}(s_{\text{out}}, l_{s}) + \sigma(\lambda)\mathcal{L}_{\text{MSE}}(s_{\text{out}}, l_{s})$$

Where $s_{\text{out}}$, $s_{\text{out}}$ denote the AT output and SED output of the teacher model, respectively, $l_{w}$ and $l_{s}$ the weakly label and strong label of the labeled data.

#### 3.3. Evaluation metrics

In DCASE2021 Task4, the evaluation metrics include PSDS-scenario1 (PSDS1), PSDS-scenario2 (PSDS2), Intersection-based F1 (IB-F1) and Collar-based F1 (CB-F1). The PSDS1 measures the model’s capability of detecting the onset and offset of the event within an audio clip, and the PSDS2 measures that of avoiding confusion among the event classes. More details about PSDS evaluation metrics can refer to [20]. IB-F1 and CB-F1 are used as sup-

---

**Figure 3:** Illustration of the proposed split attention (SA) module. Blue arrow denotes group convolution operation, red arrow split operation along the channel dimension.
Table 1: Ablation experiments on multi-scale (MS) mechanism with different kernel sizes. We adopt vanilla convolution instead of SA module in MS module of all residual block in this experiment.

<table>
<thead>
<tr>
<th>Network</th>
<th>PSDS1</th>
<th>PSDS2</th>
<th>IB-F1(%)</th>
<th>CB-F1(%)</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base-2021</td>
<td>0.342</td>
<td>0.527</td>
<td>76.60</td>
<td>40.10</td>
<td>1.1M</td>
</tr>
<tr>
<td>MS-K=[3]</td>
<td>0.358</td>
<td>0.599</td>
<td>81.88</td>
<td>44.48</td>
<td>1.2M</td>
</tr>
<tr>
<td>MS-K=[3,5]</td>
<td>0.349</td>
<td>0.602</td>
<td>83.24</td>
<td>44.13</td>
<td>3.0M</td>
</tr>
<tr>
<td>MS-K=[3,5,7]</td>
<td>0.336</td>
<td>0.601</td>
<td><strong>83.50</strong></td>
<td>42.21</td>
<td>5.7M</td>
</tr>
</tbody>
</table>

Table 2: Ablation experiments on channel shuffle (CS) operation based on MS-K=[3,5] system. CS-g denotes the channel shuffle operation with g groups. g controls the fusion degree of features.

<table>
<thead>
<tr>
<th>Network</th>
<th>PSDS1</th>
<th>PSDS2</th>
<th>IB-F1 (%)</th>
<th>CB-F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS-K=[3, 5]</td>
<td>0.349</td>
<td>0.602</td>
<td><strong>83.20</strong></td>
<td>44.13</td>
</tr>
<tr>
<td>+ CS-g=2</td>
<td>0.349</td>
<td>0.594</td>
<td>82.83</td>
<td>43.58</td>
</tr>
<tr>
<td>+ CS-g=4</td>
<td>0.358</td>
<td>0.606</td>
<td>82.98</td>
<td><strong>45.36</strong></td>
</tr>
</tbody>
</table>

We separately investigate the contribution of each component to the overall network, including the multi-scale mechanism with different kernel sizes, the channel shuffle operation and the split attention module. All experiments are repeated 4 times and the average result of these experiments is reported.

Evaluations of MS mechanism

Table 1 shows the SED performance of the MS mechanism with difference kernel sizes. MS-K=[3] means there is only one branch with the kernel size of 3×3 in MS module, and MS-K=[3, 5] denotes there are two branches with the kernel sizes of 3×3 and 5×5. MS-K=[3, 5, 7] means exactly the processing depicted in Figure 2 but no channel shuffle operation. Experimental results show that our proposed MS network outperform the baseline of DCASE2021 Task4 [21] in terms of four evaluation metrics, demonstrating the effectiveness of the multi-scale mechanism for SED. However, compared with MS-K=[3], the performance of network applying two types of convolution kernels (MS-K=[3, 5]) or three types of convolution kernels (MS-K=[3, 5, 7]) has barely improved. The reason for this phenomenon may be that the network does not handle the features of different scales well.

Evaluations of CS operation

Table 2 lists the results of our proposed network with channel shuffle operation. In particular, compared with the network without CS operation denoted as MS-K=[3,5], the network applying CS operation with 4 groups achieve a better performance in terms of all evaluation metrics except IB-F1. This result demonstrates the effectiveness of channel shuffle operation.

Evaluations of SA module

Table 3 lists the results of network applied SA module. In this experiment, we only adopt vanilla convolution in MS module of the 1-th residual block, while SA module in MS module of the rest residual blocks. Compared with the results of first row, we can see that the network with split attention module achieves significantly improvement in terms of all evaluation metrics expect PSDS2 metric. The results demonstrate the effectiveness of SA module for SED. However, Table 3 shows that three are no significant difference among networks with different SA module on PSDS2 and IB-F1 metrics. Compared with the results between the second and fourth row or the third fifth row, we can see that the network applying group convolution with 2 group can achieve a better performance on PSDS1 and CB-F1 metrics than without applying group operation. This manifests that adopting group operation to learn sub-features is effective. Compared with the results between the fourth and fifth row, we can find that the performance of network splitting 2 sub-features (r=2) is better than without splitting operation in SA module. This indicates that generating attention weights to treat the learned sub-features differently is important. From the results of the last row, the performance of network applying channel shuffle get further improvements in terms of four metrics except PSDS1. It also shows the effectiveness of CS operation.

Evaluations of CS operation

In this paper, we propose a multi-scale SED network based on split attention that it can deal with the short- or long- duration sound events. Multi-scale module can learn features with multiple scales in parallel. Specifically, channel shuffle operation is used to promote the cross-channel information flowing among the features with different scales. Split attention module can learn the different sub-features separately and generate attention used to weight the importance of sub-features. A set of experiments are conducted to verify their effective. The final results of the proposed network outperform the baseline of DCASE2021 Task4 significantly. In our future work, we would like to explore the issue that how to deal with the features with different scales in SED.

5. CONCLUSION

In this paper, we propose a multi-scale SED network based on split attention that it can deal with the short- or long- duration sound events. Multi-scale module can learn features with multiple scales in parallel. Specifically, channel shuffle operation is used to promote the cross-channel information flowing among the features with different scales. Split attention module can learn the different sub-features separately and generate attention used to weight the importance of sub-features. A set of experiments are conducted to verify their effective. The final results of the proposed network outperform the baseline of DCASE2021 Task4 significantly. In our future work, we would like to explore the issue that how to deal with the features with different scales in SED.
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