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Introduction
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Everyday sound recognition suffers 
problems of limited labelled data… :
Ø Everyday sounds covers a great amount 

of sound events
Ø Recordings of a specific sound event are 

scare
Ø Sound annotation is costly

This work thus explore few-shot learning 
in everyday sound recognition by 
leveraging audio taxonomy knowledge 

Some applications of everyday sound recognition



Methodology
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Hierarchical prototypical networks 
(HPNs) are trained in a multi-task 
framework:
• Prototypes at the bottom are calculated 

by averaging support embedding.
• Prototypes of a higher level are 

generated by clustering their children's 
prototypes.

HPNs take the prototype of the child class 
when its ancestor contains one node only.

Structure loss:

Training HPNs in a multi-task scenario



Experiments
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HPNs yield better performance than other 
few-shot methods
Ø audio taxonomy knowledge can help an 

encoder to learn a better embedding 
space 

Accuracy (%) F1 (%)
Transfer Learning 72.90 72.87
Proto 77.70 77.52
Matching 71.81 71.75
HPN (ours) 78.65 78.51

Accuracy (%) F1 (%)
Random 74.59 74.59
Parent 73.35 73.35
Uniform 77.70 77.52

Performance of models drops when 
the gap between the distribution of a 
base split and a novel split gets 
bigger.



Takeaways…
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v Knowledge in audio taxonomy helps model to learn an unfamiliar class with a few 
labelled data

v A hierarchical prototypical network (HPN) is adopted in a multi-task framework where 
each level of the tree structure is treated as an independent classification task in the 
training stage.

v The approach to split the label set has great impact on the performance of few-shot 
model even in the same database.
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