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Overview
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Method



Sound Event Detection Transformer (SEDT)

- Aims 
To learn mapping function from input spectrogram to event boundaries directly

- Key Components

• Backbone and Encoder
Extract primary features from input spectrograms

• Audio / Event Queries and Decoder
Gather information from the encoder outputs via encoder-decoder cross-attention mechanism
to generate event-level representations (event queries) and clip-level representations (audio queries) 

• Multi-label classifier and FFNs
Transform the event-level and clip-level representations into event detection and audio tagging results



Self-supervised SEDT (SP-SEDT)

Patch Localization and Feature Reconstruction as pre-training task
Randomly crop spectrogram along the time axis to obtain several patches, and 
then pre-train the model to predict the corresponding locations of the patches 
as well as reconstruct the features



Semi-supervised SEDT (SS-SEDT)

• Line 5:  Mixup of Labeled and Unlabeled Data to 
improve the model robustness to pseudo 
annotation noise

• Line 4, 6:  Asymmetric Augmentation to 
regularize the consistency between student 
and teacher under data perturbations

• Line 6:  Focal Loss to handle the unbalanced 
event categories in SED

• Line 8:  EMA model to generate more reliable 
event-level pseudo labels

Proposed SSL techniques



Metric Learning and Focal Loss CNN (MLFL-CNN)

• Trained in a multi-branch manner to exploit the 
heterogeneous dataset as well as narrow the gap 
between real and synthetic data

• A tag-conditioned CNN is utilized to generate final 
predictions  according to audio tags provided by 
MLFL-CNN

• Traditional mean-teacher framework is adopted

MLFL-CNNcontains Three branches

MLFL-CNN is a traditional frame-wise model which obtains frame-level classification 
probabilities and then applies pooling mechanisms to acquire final event detection results 



Model Fusion and Window Tuning

Model Fusion

Window Tuning

Derive Class-specific PSDS                           Get ensemble weights for each model i and class c

For a given event class, enumerate window length and find the optimal one to optimize PSDS



Experiments



System Performance

Official Baseline

Optimize PSDS1

Optimize PSDS2

Our systems outperform the 
official baseline to a large extent, 
and finally ranked 6th/9th in the 
final challenge. 



Ablation Study

• Frame-wise model and SEDT can supplement 
each other while combining together 

• Window Tuning and Model Fusion have 
beneficial effects

All proposed techniques can improve 
the performance of SS-SEDT 



Conclusions



We developed a framework to fuse the detection results of 
the frame-wise model and event-wise model, which leads to 
improved PSDS scores on the DCASE2022 validation set

Summary
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