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System for ASC Task of the DCASE’22 Challenge [1]
Key Ingredients

■ Tackle 1. with Transformer-to-CNN 
Cross-Model Knowledge Distillation

■ Tackle 2. with Freq-MixStyle [2]
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■ Main Difficulties
1. Low-complexity Constraints
2. Cross-Device Generalization



Knowledge Distillation From Transformers
Setup
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■ Teacher: Patchout FaSt Spectrogram Transformer (PaSST) [3]
■ Student: Compact Version of CP-ResNet [4]
■ Loss: weighted combination of Hard Label and Distillation Loss



Knowledge Distillation From Transformers
Teacher and Student
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■ Teacher: PaSST [3]
○ Audio Spectrogram Transformer
○ well-performing but large and complex

■ Student: Compact CP_ResNet [4]
○ receptive field regularized
○ reduced width and depth
○ grouping
○ (frequency-)pooling

PaSST Training Steps
[5]

[6]

[7]



Freq-MixStyle [2]
Method
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■ Method to improve Cross-Device Generalization by mixing frequency 
statistics

■ Vary device-style, retain scene label



Results
Key Findings
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■ Transformer-to-CNN Knowledge Distillation improves performance on ASC 
substantially  

■ Having a better teacher (KD variations) improves results slightly
■ Freq-MixStyle improves generalization to unseen devices for student and 

teacher
■ Ensembling PaSST models trained with different Freq-MixStyle configurations 

improves results on unseen devices
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Appendix



Results
Student Model
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Results
PaSST Downstream Training on TAU Urban Acoustic Scenes 2022 dev. dataset [7]
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Knowledge Distillation From Transformers
KD Variations
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■ PaSST Ensemble: Five PaSST [3] models trained with different 
Freq-MixStyle [2] configurations

■ Distillation on Out-Of-Domain-Dataset: KD on AudioSet [6]
■ Predictions on extended audio sequences: reassembled 10-second 

audio snippets



Knowledge Distillation From Transformers
Student Architecture: Compact CP_ResNet [4]
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Knowledge Distillation From Transformers
Patchout faSt Spectrogram Transformer (PaSST) [3]
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Knowledge Distillation From Transformers
Student Loss Calculation
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Freq-MixStyle [1]
Intuition
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■ Frequency Fingerprints across Labels more stable than across Devices


