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ABSTRACT

First-shot anomalous sound detection (ASD) is a task de-
signed to challenge a system’s applicability to new data based
on the needs of real-world application scenarios. This pa-
per describes new ToyADMOS?2 data to evaluate the first-
shot compliant systems for the DCASE2024 Challenge Task
2, First-Shot Unsupervised Anomalous Sound Detection for
Machine Condition Monitoring. The new data is designed
to differ from the previous in the new machine sounds, in-
cluding HoveringDrone, HairDryer, ToyCircuit, and Tooth-
Brush, as well as in that each sound has a different back-
ground noise. The HairDryer and ToothBrush sounds are
also designed as examples of ASD application scenarios in
factory pre-shipment inspections, and we confirm their po-
tential in the evaluation. We detail these data and show the
baseline performance for reference in future studies.

Index Terms— DCASE 2024 Challenge Task 2, First-
Shot Anomalous Sound Detection, ToyADMOS dataset

1. INTRODUCTION

Anomalous sound detection (ASD), which uses sound as a
cue to detect anomalies, has been actively studied for appli-
cations such as factory automation. To facilitate the research,
the annual Detection and Classification of Acoustic Scenes
and Events (DCASE) Challenge hosts an ASD task that has
been drawing the attention of various participants.

The ASD challenges (the DCASE 2020-24 Challenge
Task 2) [1, 2, 3, 4, 5] take a task setting that provides only
normal samples for training while using normal and anoma-
lous samples to evaluate the detection systems at test time
(unsupervised ASD). This setting reflects the real-world sit-
uation where anomalous samples are hardly available or the
available data cannot cover the distribution of the possible
anomalies.

As we found new directions, the focus of the challenges
transitioned from the ASD problem itself in 2020 [1] to a
domain-shift condition in 2021 [2], a domain generalization
in 2022 [3], and a first-shot condition in 2023 [4]. The first-
shot condition reflects the demand for the rapid deployment
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Figure 1: ToyADMOS2# includes two toys (a) ToyCircuit
and (b) HoveringDrone and two home electrical appliances,
(c) HairDryer, and (d) ToothBrush, bringing the evaluation
setting closer to the real-world problem.

of ASD systems for new machine sounds. While the conven-
tional ASD setting uses the same machine sounds for both
the development and evaluation phases, it uses only the new
machine sounds for evaluation. In addition, it limits the use
of training data other than the target machine sounds. There-
fore, it forces the detection systems to do the first-shot solu-
tion on the new data.

The 2024 challenge (DCASE2024T2) [5] extends the
first-shot condition and limits the availability of the sample
attribute information for some machines. This reflects the
trend in ASD solutions where the outlier exposure (OE) ap-
proach [6, 7, 8] typically perform better. The OE approach
uses sounds from different machines or attributes as anoma-
lies; however, in real-world scenarios, we cannot always ob-
tain machine attribute information.

For the 2020-2023 challenges, the developed datasets
include: ToyADMOS [9], MIMII [10], ToyADMOS?2 [11],
MIMII DUE [12], MIMII DG [13], and ToyADMOS2+ [14].
This paper introduces new data for the ToyADMOS family,
ToyADMOS2# (two sharp), that meets the first shot require-
ment of the DCASE2024T2.

The previous ASD sounds are mainly targeted at detect-
ing failures in operating machines, such as production ma-
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Table 1: ToyADMOS data history.

Machine type DCASE usage Product type  Mobility ~ Recorded sounds

(i) ToyADMOS/ToyADMOS2/ToyADM OS2+

ToyCar 2020-24 dev. & 2020-22 eval.  Toy Fixed Running while fixed at a stand
ToyTrain 2020-24 dev. & 2020-22 eval.  Toy Mobile Circling on a railroad track
ToyConveyor 2020 dev. & eval. Toy Fixed Conveying small cargo
Vacuum 2023 evaluation Appliance Fixed Vacuuming at a fixed point
ToyTank 2023 evaluation Toy Mobile Moving back and forth
ToyNscale 2023 evaluation Toy Mobile Circling on a railroad track
ToyDrone 2023 evaluation Toy Mobile Taking off and landing

(ii) ToyADMOS2#

ToyCircuit 2024 evaluation Toy Mobile Circling on a circuit track
HoveringDrone 2024 evaluation Toy Stationary ~ Hovering with rotation at a fixed point
HairDryer 2024 evaluation Appliance Fixed Blowing at a fixed point
ToothBrush 2024 evaluation Appliance Fixed Brushing at a fixed point

chines in a factory. In contrast, to show the possibility of an
ASD application to the production process in a factory, we
have two sound settings of typical home electrical appliances
as examples of pre-shipment inspection. ToyADMOS2#
provides the additional training and evaluation datasets of
the DCASE2024T2 with four machine sounds described in
Fig. 1. The dataset is available at Zenodo [5, 15, 16].

2. PREVIOUS TOYADMOS DATASETS

The ToyADMOS family has released three datasets, and Ta-
ble 1(i) lists all the data they provided to the past DCASE
Challenge Task 2. The first release, ToyADMOS [9], con-
tains three miniature machine (toy) sounds with various
anomalous sounds. It uses toys as machine sound sources
and simulates anomalies by breaking parts of them to ad-
dress the difficulty of collecting anomalous sounds. ToyAD-
MOS2 [11], released in 2021, contains a wider variety of
sounds of two toys and enables the generation of datasets
that simulate domain shift conditions. ToyADMOS2+ [14]
recorded the sounds of new machines to enable first-shot
ASD and provided them as an evaluation set in the DCASE
2023 Challenge Task 2 [17]. It also features a home electri-
cal appliance as one of the machines, introducing a new ASD
setting of the everyday sounds around us.

3. TOYADMOS2#: NEW DATA FOR THE
DCASE2024 CHALLENGE TASK 2

ToyADMOS2# adds data for the four machines shown in Ta-
ble 1(ii) for evaluation under the new first-shot ASD condi-
tion. To distinguish them from the previous data, we used
the sounds of two home electrical appliances and different
background noises for all of them. We specifically designed
HairDryer and ToothBrush as example scenarios of ASD ap-
plications in product pre-shipment inspections of home elec-
trical appliances.

ToyCircuit: The sound of the ToyCar (TAMIYA Mini
4WD) driving on a circuit track, characterized by the
sound of friction with the track lanes and the change in
distance from the microphone.
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HoveringDrone: The sound of the drone (DJI Tello) hov-
ering at one point and rotating. Unlike the ToyDrone last
year, we made the distance from the microphone almost
constant.

HairDryer: The sound of the dryer (Panasonic/Koizumi)
airflow to evaluate the detection of anomalous sound
when airflow is obstructed, such as when unintended for-
eign matter adheres to the dryer during the production
process.

ToothBrush: The sound of the electric toothbrush
(Brown DB5510) brushing teeth to evaluate the detec-
tion of anomalies, such as brushes manufactured with de-
fects. We maintained constant pressure between the brush
against the teeth to avoid changes in sound due to pres-
sure differences.

Table 2 summarizes the details of each machine, espe-
cially the speed/mode and background noise characterizing
the differences between them. Domain shift settings com-
monly changed from source to target: ID from A and B to
C, and microphone from 1 to 2. We changed the speed and
mode for each machine and basically assigned the unused
values in the source to the target.

Table 3 details the anomalous conditions for each ma-
chine. ToyCircuit differs from ToyCar in that the anoma-
lous sounds are also produced by friction with the run-
ning surface. HoveringDrone assumes that the adhesion of
foreign objects occurs during use. Anomalous conditions
for HairDryer and ToothBrush also assume adhesion while
further assuming that defects in the manufacturing process
of these products cause anomalous sounds and that future
ASD systems detect them in product pre-shipment inspec-
tions. For example, future ASD systems could be combined
with optical inspection (e.g., toothbrushes in the MVTec AD
dataset [18]) to improve factory product inspection perfor-
mance. Fig. 2 showcases the anomalous condition examples
of ToothBrush used in the recordings.

3.1. Recording control details

The sounds were recorded in a controlled environment by
following the recording layouts and microphone arrange-
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Table 2: ToyADMOS2# data details.

Settings and parameter variations Domain shift settings Samples
Machine type D Dur. Speed/mode Background noise Source—target Training Eval.
(a) ToyCircuit A,B,C 8s 1:13V,2:14V,3:15V,4: 1.6V Large air conditioner ID: A B—C, Mic: 1—2  Src. 990 Src. 100
outdoor unit outlet noise ~ Speed: 1, 2,3—1,4 Trg. 10 Trg. 100
(b) HoveringDrone! A, B,C 85 1: Rotate CW 180° and CCW 180°, City noise near a river ID: A B—C, Mic: 1-2  Src. 990  Src. 100
2: Rotate CW 180° and CW 180°, under a highway bridge Mode: 1, 2—3 Trg. 10 Trg. 100
3: Rotate CCW 180° and CCW 180°
(c) HairDryer A,B,C 7s 1:92V,2: 96 V,3: 100V, 4: 104 V Running water sound in ID: A B—C, Mic: 1—2  Src. 990 Src. 100
a drainage ditch in a park ~ Speed: 2,3—1,4 Trg. 10 Trg. 100
(d) ToothBrushf A,B,C 6s 1: Lower teeth/ 2.7 V, 2: Lower teeth/ 2.8 V, Home air purifier ID: A B—C, Mic: 1—2  Src. 990 Src. 100
3: Upper teeth/ 2.8 V, 4: Lower teeth/ 2.9 V,  outlet noise Mode: 2, 3,4,5—1,6 Trg. 10 Trg. 100
5: Upper teeth/ 2.9 V, 6: Lower teeth/ 3.0 V

The actual parameters (sample attributes) were not provided in the data files following the focus of the DCASE2024T2.

Table 3: Anomaly conditions for each machine type.

(a) ToyCircuit (b) HoveringDrone
Part  Condition Part Condition
Tire  Foreign objects Arm Foreign object
Scratches Propeller  Foreign object/one side
Shaft No grease Foreign object/two sides
Gear  Locked gear Body Offset weight
(c) HairDryer (d) ToothBrush
Part Condition Part Condition
Outlet Foreign object Brush hair  Damaged brush hair
Inlet Foreign object Foreign object stuck
Vane  Foreign object Partially missing brush hair

Chipped vane  Brush head Half-insertion of brush head

ments shown in Figs. 3 and 4 and by automating the ma-
chines’ controls. The system used optical sensors to man-
age the laps of the ToyCircuit, image recognition to control
the HoveringDrone, and automatic control of the main power
supply for the appliances. The resulting sounds should reflect
the differences in hardware, actual mechanical movements,
and course and drive/flight conditions.

While in the controlled sound recording environment, we
limited the number of samples obtained in a single record-
ing to make the data distribution closer to the intrinsic nature
of the machine’s data distribution. In particular, the record-
ing of the AC-powered HairDryer can continuously provide
many samples at once; however, it ends up with many sim-
ilar samples and cannot cover the data distribution gained
by the differences in installation, assembly, time, and natu-
ral degradation. Therefore, we avoided continuous operation
and switched to recording under physically different condi-
tions for no more than 30 samples.

3.2. Data sample details

All the operating sound and noise samples were recorded
with 48-kHz sampling, 24 bits for each channel, and then
downsampled to 16-kHz, 16 bits, monaural in the final data
samples. Sample duration varied from 6 s to 8 s, depending
on the machine type, as shown in Table 2.

The training data (Additional training dataset) for each
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Figure 2: Anomalous condition examples of ToothBrush:
(1) Damaged brush hair, (ii) foreign object stuck in the brush,
(ii1) partially missing brush hair, and (iv) half-insertion of the
brush head.

machine type has 1000 normal samples, 990 from the source
domain and 10 from the target domain. The evaluation data
(Evaluation dataset) for each machine type consists of 50
normal and 50 anomaly samples from each source and tar-
get domain, for a total of 200 samples. The total of these
data provides 4800 samples with 580 minutes of recordings.
The data are available at the Zenodo links [15, 16] under the
Creative Commons Attribution 4.0 International Public Li-
cense [19].

4. BENCHMARKS

We show the evaluation results obtained using the
DCASE2024 Challenge Task 2 baseline system in Table
4. The baseline is a reconstruction-based ASD system us-
ing Autoencoder and has two operating modes: First-shot-
compliant Simple Autoencoder mode and Selective Maha-
lanobis Autoencoder mode. The former calculates the dis-
tance between the input sample and the reconstruction using
MSE (mean squared error), while the latter does based on
Mahalanobis’s distance [20]. The results are the area under
the receiver operating characteristic curve (AUC) and partial
AUC (pAUC), where the pAUC measures performance in a
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Figure 3: Recording-room layouts and microphone arrangements: (a) ToyCircuit, (b) HoveringDrone, (c) HairDryer, and (d)

ToothBrush.

(a) ToyCircuit

Figure 4: Microphone arrangements: (a) ToyCircuit, (b)
HoveringDrone, (c) HairDryer, and (d) ToothBrush.

low false-positive rate (FPR) range [0, p] with a p of 0.1. For
the details, see [20, 21].

The results show that for all machine types, the baseline
performs well in the source domain while generalization to
the target domain is difficult, a trend similar to that for data
through 2023. The exception for ToothBrush is that the base-
line also performs well on the target domain data, suggesting
that the degree of domain shift is small. The performance of
the machines simulating a product pre-shipment inspection
scenario (HairDryer and ToothBrush) shows a similar trend
to that of the other two machines, implying the potential for
future ASD applications in the scenario.
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Table 4: Benchmark results

Machine type AUC [%] pAUC [%]

Source Target

(i) First-shot-compliant baseline: Simple Autoencoder mode

ToyCircuit 77.50+£0.82 51.25+1.22 50.12 +£0.17
HoveringDrone  85.93 +0.77  47.87 £4.30 51.05 4+ 1.46
HairDryer 64.94 +3.40 43.75 +2.09 50.56 + 1.01
ToothBrush 73.80+1.08 70.14 +4.92 54.19+1.73
(ii) First-shot-compliant baseline: Selective Mahalanobis Autoencoder mode
ToyCircuit 69.67 +1.72 42.34+2.11 49.23 +£0.03
HoveringDrone  84.07 +1.10  48.50 + 3.64 58.95 4+ 2.76
HairDryer 64.23 +3.44 56.71+1.97 55.124+0.71
ToothBrush 63.17 +2.43 57.55+ 3.59 49.81 +1.29

5. CONCLUSION

This paper introduced new ToyADMOS?2 data to evaluate
the first-shot compliant systems for the DCASE2024 Chal-
lenge Task 2, First-Shot Unsupervised Anomalous Sound
Detection for Machine Condition Monitoring. The first-
shot anomalous sound detection (ASD) is a task designed to
challenge a system’s applicability to new data based on the
needs of real-world application scenarios. The new sounds
include HoveringDrone, HairDryer, ToyCircuit, and Tooth-
Brush, and they are mixed with four different environmental
noises to enhance their differences from the previous sounds.
We specifically designed two sounds, HairDryer and Tooth-
Brush, as example scenarios of ASD applications in prod-
uct pre-shipment inspections of home electrical appliances
and confirmed their potential in the evaluation. The Toy-
ADMOS2# dataset (DCASE 2024 Challenge Task 2 Addi-
tional Training Dataset and Evaluation Dataset) is available
at [5, 15, 16] with the Creative Commons Attribution 4.0 In-
ternational Public License [19].
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